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ABSTRACT
Live in situ visualization of numerical simulations – interactive
visualization while the simulation is running – can enable new
modes of interaction, including computational steering. Designing
easy-to-use distributed in situ architectures, with viewing latency
low enough, and frame rate high enough, for interactive use, is
challenging. Here, we propose a fully asynchronous, hybrid CPU–
GPU in situ architecture that emphasizes interactivity. We also
present a transparent implementation of this architecture embedded
into the OpenFPM simulation framework. The benchmarks show
that our architecture minimizes visual latencies, and achieves frame
rates between 6 and 60 frames/second – depending on simulation
data size and degree of parallelism – by changing only a few lines
of an existing simulation code.

CCS CONCEPTS
• Human-centered computing → Visualization; • Computing
methodologies→ Parallel algorithms; Simulation support systems.
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1 INTRODUCTION
In situ visualization, i.e., the visualization or analysis of a simulation
as it runs, is becoming increasingly important as the disparity
between computational throughput and file I/O grows for large-
scale parallel simulations. In addition, in situ visualization, when
performed interactively, enables new modes of interacting with a
simulation, including online visual analytics [14] and computational
steering [20]. Such interaction can help the scientist develop a better
understanding of the simulated physics.

Live and interactive in situ visualization of distributed-memory
parallel simulations has therefore received much interest in the
recent past. A common challenge is achieving visualization frame
rates that are high enough, and latency that is low enough, for
interactivity.

Here, we address these challenges by proposing a fully asyn-
chronous, hybrid CPU–GPU architecture that emphasizes interac-
tivity in in situ visualization of distributed numerical simulations.
We present the design choices made to optimize performance and
interactivity of in situ visualization. We provide a transparent im-
plementation of the proposed architecture in the open-source C++
simulation framework OpenFPM [15] for scalable particle- and
mesh-based simulations across application domains. Our imple-
mentation follows the design goal of OpenFPM in that it provides
easy-to-use, high-level abstractions to the user. We demonstrate
how live in situ visualization of both particle- and mesh-based simu-
lations can be configured in a few lines of C++ code, requiring only
minimal changes to the simulation application. With visualization
functionality built into OpenFPM, users do not need to download,
install, or link their simulation with any third-party in situ tool.

We describe and benchmark our implementation for varying sim-
ulation sizes and degrees of parallelism, showing that it achieves
high-enough frame rates for smooth interactive viewpoint changes
and zooming. We also show that the asynchronous architecture pro-
posed here reduces the time delay for visual interaction commands.
In particular, we contribute the following:

• We present an asynchronous embedded architecture for in
situ visualization that optimizes interactivity.

• We extend OpenFPM to transparently support interactive in
situ visualization with minimal simulation code changes.
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2 BACKGROUND
Before presenting our proposed in situ architecture, we review
existing solutions, rationalizing our design choices.

2.1 Simulation Frameworks
Several frameworks offer high-level abstractions to more rapidly
implement parallel numerical simulations. Most of these are spe-
cific to a numerical method. OpenFOAM [17], for example, is for
finite-volume simulations, FEniCS [2], DUNE [5], and AMDiS [24]
for finite-elements, DualSPHysics [7] for Smoothed-Particle Hydro-
dynamics (SPH), LAMMPS [21] for Molecular Dynamics (MD) and
Dissipative Particle Dynamics (DPD), and AMReX [26] for Adaptive
Mesh Refinement (AMR). In addition to method-specific simulation
frameworks, more generic ones cover entire data-structure classes.

Examples of application-agnostic simulation frameworks include
Liszt [8] for stencil codes, and FDPS [16] and OpenFPM [15] for
particle-mesh codes. OpenFPM is open source (http://openfpm.mpi-
cbg.de) and actively developed. It provides high-level abstractions,
including domain decomposition, dynamic load balancing, and dis-
tributed particle and mesh data structures to implement simulations
across application domains, including SPH, MD, DPD, AMR, and
stencil codes. Despite this universality, simulations written using
OpenFPM have been shown to be as, or more, efficient than simula-
tions using more specific libraries, and OpenFPM can also be used
for simulations for which there exists no dedicated library, such as
Vortex Methods [6]. Therefore, we chose to implement the present
in situ architecture in OpenFPM.

2.2 In Situ Architectures and Libraries
Bauer et al. [4] provide an extensive review of existing libraries for
in situ visualization, as well as the diverse architectures they are
based on. In situ visualization can run in close proximity with the
simulation, on the same compute nodes, or it can be executed on
a different set of compute nodes, called in transit processing. On-
node proximity between simulation and visualization reduces data
transfer, but in-transit processing can achieve better resource uti-
lization [18]. Architectures utilizing on-node proximity are further
distinguished into those where visualization and simulation run
synchronously, time-partitioning their access to shared resources,
and those running asynchronously.

Several libraries, including ParaView Catalyst [3], VisIt Libsim
[25] and ISAAC [19], run visualization synchronously and on the
same nodes as the simulation, while Catalyst and Libsim can also
perform asynchronous in-transit processing, e.g., enabled by the
libIs library [23]. ADIOS [27] can be used for in situ visualization
with either in-transit or on-node proximity, running either syn-
chronously or asynchronously. ExaViz [10] and Damaris/Viz [9]
perform asynchronous in situ on the same node as the simulation,
with visualization running on dedicated CPU cores, while ExaViz
also performs in-transit processing. All of these libraries can enable
live in situ visualization. The Cinema framework [1], on the other
hand, enables post hoc interactive visualization using a database of
images generated in situ over a range of visualization parameters.

In situ libraries can also be distinguished between those that are
embedded into a simulation system, and are therefore more light-
weight, and those that are general-purpose and enable better code

reuse. Since general-purpose libraries require a bridge to be imple-
mented between the simulation and visualization data structures,
we choose an embedded design, which allows users of OpenFPM
to activate in situ visualization by adjusting only a few lines of the
simulation code.

3 IN SITU ARCHITECTURE
We propose an on-node, asynchronous, embedded architecture that
emphasizes interactivity in live in situ visualization and computa-
tional steering of distributed-memory parallel simulations.

We choose on-node processing to minimize communication over-
head, which can be significant in large distributed simulations. Sim-
ulation data computed on a particular node is therefore rendered
on that node itself. While previous work has achieved interactive
frame rates using in-transit processing [23], the present on-node
architecture enhances interactivity in computational steering. This
is because any change in simulation data is reflected in the visu-
alization at the earliest, without having to first transmit the new
simulation data for visualization.

To further improve interactivity, we choose fully asynchronous
execution of simulation and visualization, allowing them both to
proceed at their own frequencies, never having to wait for the other.
A simulation time step often takes a few seconds or longer. In a
synchronous in situ architecture, any change to visualization param-
eters would only take effect after completing the next simulation
time step.

Figure 1 compares the timing and message flow in synchronous
vs. asynchronous in situ architectures. In both cases, the worst-case
delay in visual feedback occurs when a visual interaction command,
e.g. a viewpoint change, arrives just after a visualization time step
has begun, too late to be incorporated. The visual feedback of the
interactionwould then be visible only after the completion of the on-
going and the next visualization time step. In the fully synchronous
case, the simulation time step comes in between. The maximum
delay in visual feedback in the synchronous case is therefore just
below tsim+2tvis, while in the asynchronous case it is less than 2tvis.
While visualization time steps can be longer in the asynchronous
case due to resource sharing, our benchmarks in Section 5 show
that asynchronous execution still has less latency. In both cases,
network latency is additional.

While other frameworks, e.g. Damaris/Viz [9], also use on-node,
asynchronous architectures, we aim to enhance interactivity by
leveraging the heterogeneous CPU–GPU architecture increasingly
found in high-performance computers. Within each compute node,
the simulation runs on the CPU, while rendering takes place asyn-
chronously on the GPU. Not only does the GPU accelerate ren-
dering, further reducing visualization latency, it also helps min-
imize competition for resources. To control GPU rendering and
data transfer, a small number of cores on the CPU are dedicated to
visualization while the others perform simulation.

3.1 Simulation Data Handling
In order to reduce memory usage on the CPU, communication of
data from the simulation processes to the visualization process
within a compute node takes place via shared memory. In order to
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(a) Synchronous execution
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Figure 1: Sequence diagram comparing latency for vi-
sual interactions (e.g., camera pose change) between syn-
chronous (a) and asynchronous (b) in situ architectures.
Time increases linearly downward. Interactionmessages are
buffered (shown in red) until the beginning of the next visu-
alization time step.

reduce the data sent to the GPU, simulation data (typically double-
precision floating point) are converted to 16-bit unsigned integers.
Any data structure selected by the user for visualization is trans-
parently converted by OpenFPM to unsigned integers at the end of
each simulation time step. The unsigned int buffer is allocated on a
block of memory that can be shared with the visualization process,
instead of on normal heap memory.

The use of shared memory allows the visualization process to
asynchronously read from the unsigned int buffer at any time and
with zero copy. Since the visualization process only reads data
from the shared buffer, but never writes to it, no synchronization
is required between the simulation process and the visualization
process. This enables fully asynchronous execution as shown in
Figure 1b. Since the unsigned int buffer is updated only at the end
of a simulation time step, visualization artifacts that may result
from this lack of synchronization are short-lived (around a hundred
milliseconds in the benchmarks presented here) and hardly visually
perceived, since numerical stability requires the simulation to only
change slightly between time steps. Changes and re-allocations in
the OpenFPM data structure, e.g. due to dynamic load balancing,
are transparently handled using a double-buffer protocol.

4 IMPLEMENTATION IN OPENFPM
We describe the software implementation of the architecture from
Section 3 and describe how a simulation application uses it.

4.1 Software Architecture
All visualization and simulation processes are part of the same MPI
job. This means that an OpenFPM simulation with in situ visualiza-
tion enabled can be launched with a single mpirun command. If in
situ visualization has been activated by the user, the process with
MPI rank 0 is converted to a master process responsible for receiv-
ing incoming messages on a TCP socket, e.g., for computational
steering and visual interaction. Of the remaining processes, the

… 
openfpm_init(&argc, &argv, 
  init_options::in_situ_visualization); 
… 
/* vd is the data structure containing                                                                                                
 * the grid or particles to be visualized */ 
vd.visualize<0>(); //called in the time loop 
…

Figure 2: A code snippet showing the lines of code required
to configure in situ visualization in an OpenFPM simula-
tion.

lowest-ranked process on each compute node is converted to a visu-
alization process. All other processes proceed with the simulation,
as normal.

The master process and all visualization processes are grouped in
anMPI communicator, called the visualization communicator, where
they can send messages for changes in visualization parameters.
Similarly, the master process is placed in the steering communicator
together with all simulation processes, for communicating com-
putational steering messages. All visualization processes are also
part of the rendering communicator, where they can communicate
for the purpose of compositing images. All simulation processes
are part of the compute communicator, used for communications of
distributed solvers and dynamic load balancing.

These communicators are only created if the user activates in
situ visualization. Without it, all processes are launched as simula-
tion processes. This fulfills one of our design goals: The in situ in-
frastructure has minimal impact on an OpenFPM simulation when
not in use. The impact when not in use is limited to an increased res-
ident set size (RSS) and a few additional conditional branches that
are traversed once when the application starts. Existing OpenFPM
simulation code does not require any changes when not using in
situ visualization.

4.2 Distributed Rendering
For rendering images of simulation data, the rendering processes
launch an application written using the open-source rendering
library scenery [12]. Scenery uses the high-performance, low-level
Vulkan API instead of OpenGL, as still predominantly used in most
in situ tools, to better leverage the power of modern GPUs. Scenery
also provides hardware-accelerated H.264/HEVC video encoding,
used for streaming the final rendered images off the compute cluster
to a potentially remote display client.

For scalability, we perform sort-last compositing of images using
the direct-send algorithm [11], which has previously been used
for in situ visualization of simulations scaling to 216,000 cores
[13]. Rendering and compositing of volume data is performed us-
ing Vulkan compute shaders, while rendering of particles uses
fragment shaders. The rendering application, provided embed-
ded with OpenFPM, is also available stand-alone as open source
(https://github.com/scenerygraphics/scenery-insitu).
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4.3 Usage Example
Using our implementation, in situ visualization can be configured
in OpenFPM with just a couple of lines of code, illustrated in the
snippet in Figure 2. When initializing OpenFPM, the user needs to
specify that they would like to activate in situ visualization. Then,
in the time loop of the simulation, the user calls the .visualize()
method of any data structure to be visualized, specifying the field
to be rendered as a C++ template parameter. For the Gray-Scott
and Vortex-in-cell simulations in Figure 3, only 2 of the 116 and
531 lines of code, respectively, of the OpenFPM simulation appli-
cation needed to be changed. The type of rendering, particle or
volume, is determined automatically based on the data structure.
The .visualize() method also accepts optional parameters, e.g.,
to specify whether to visualize the magnitude or a component of a
vector field. All optional parameters, along with transfer function
and camera pose, can also be interactively changed at run-time
from the provided display client.

Example codes are provided in the OpenFPM repository to show
how in situ visualization can be activated and configured in real-
world applications.

5 BENCHMARKS
We perform benchmarks to test the performance of our implemen-
tation, the validity of the asynchronous architecture, and its impact
on the simulation. In all cases, images of resolution 1200x1200 pixels
are generated and frame-rates are averaged over a realistic inter-
active session, with a script triggering camera movements from a
remote display client. Unless otherwise stated, the Gray-Scott sim-
ulation of Figure 3a is used, distributed across 12 nodes, generating
volume data of size 15003.

Figure 4 shows the rendering frame rate, i.e., the number of
images generated in situ per second, versus the number of 20-core
nodes used, for two different data sizes.

The frame rates are sufficiently high for interactive visualization
and remain steady during a visualization session. We also explore
the effect of increasing the number of CPU cores available to the
visualization process on each node. Launching fewer simulation
processes per node (see inset legend) improves the performance of
visualization, which is consistent with previous observations [22].
While OpenFPM simulation processes are single-threaded, the visu-
alization process is multi-threaded. The user can choose the number
of cores to use for visualization by choosing the total number of
processes per node when launching the MPI job.

We further observe that frame rates decrease with increasing
number of nodes. The reason for this is revealed by profiling the
visualization process. We find that the slow-down is caused by
increased network communication. Profiling is performed using
the Gray-Scott simulation with grid resolution 15003. We run the
simulation on 4, 8, and 12 nodes, with both 15 and 18 simulation
processes per node. In every case, we find that at least 97% of the
time required for image compositing is spent in network communi-
cation. The absolute wall-clock times for network communication
are also found to increase for higher numbers of nodes, resulting in
reduced rendering frame rates. The present strong-scaling bench-
mark, where a fixed data size is distributed onto an increasing

Type tvis/s tsim/s Max delay/s

Asynchronous 0.065 0.891 0.130
Synchronous 0.020 0.566 0.606

Table 1: Wall-clock times in seconds and maximum visual-
ization delay/latency.

Number of nodes Simulation
all 20 cores,
no vis.

Simulation
18 cores
+ vis.

Simulation
18 cores, no
vis.

12 114 s 137 s 111 s
Table 2: Overall wall-clock time to complete 200 simulation
time steps with and without in situ visualization.

number of compute nodes, leads to increased communication be-
tween the simulation processes, which further adds to the network
overhead. Alongside compositing, rendering the simulation data
on any node takes place asynchronously on the GPU, controlled by
another thread of the visualization process on the CPU. This results
in the overall visualization frame rates being limited by the net-
work communication required by the direct-send [11] compositing
algorithm.

In a second benchmark, we assess the visualization latency. As
illustrated in Figure 1, a synchronous architecture has a maximum
delay in visual feedback of 2tvis + tsim, whereas asynchronous ex-
ecution has a maximum delay of 2tvis, where tvis and tsim are the
visualization and simulation time step duration, respectively. It is
not obvious, which number is smaller, as the time steps can be
longer in asynchronous execution due to resource sharing. While
for simulations with time steps in the tens of seconds it is clear
that asynchronous execution provides faster response, we test la-
tency for a simulation with sub-second time step. Table 1 shows
the results, suggesting that our asynchronous architecture has sig-
nificantly lower latency even for fast simulation time steps.

Lastly, we benchmark the impact in situ visualization has on
the overall run-time of an OpenFPM simulation. We run the same
Gray-Scott simulation in three scenarios: (1) 20 simulation pro-
cesses per node, occupying all 20 cores of a node; (2) 18 simulation
processes and 1 multi-threaded visualization process per node; (3)
18 simulation processes per node, but no visualization process. In
each scenario, we measure the time to complete 200 simulation
time steps. The results in Table 2 indicate that in situ visualization
has an impact on the performance of the simulation. This impact is
not due to network communication, as the time for communicating
ghost data between simulation processes is not found to increase
significantly when enabling in situ visualization. As mentioned in
Section 3.1, each simulation process is responsible for scaling and
converting its data to an unsigned integer buffer for visualization.
Profiling the code shows that this scaling is the reason for the in-
creased overall runtime of the simulation when in situ visualization
is enabled. For a 15003 grid size distributed across 12 nodes, con-
version and scaling to the unsigned int buffer incurred a constant
overhead of 0.12 s per time step.
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(a) Gray-Scott reaction-diffusion simulation (b) Vortex-in-cell simulation

Figure 3: Example in situ rendering outputs of OpenFPM simulations using the provided remote display client. (a) AGray-Scott
reaction-diffusion simulation using central finite differences on a regular Cartesian mesh. The concentration in 3D space is
visualized as color. (b) A hybrid particle-mesh simulation of the incompressible Navier-Stokes equations in vorticity formula-
tion, initialized as a vortex-ring. The magnitude of the vorticity vector field is visualized. Both simulations were distributed
across 8 compute nodes with 20 cores per node. The thin black lines indicate locations of compute-node boundaries.
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Figure 4: Rendering frame rate vs. number of nodes.

6 CONCLUSIONS
We have presented a fully asynchronous, hybrid CPU–GPU in
situ visualization architecture for distributed parallel simulations, as
well as its transparent embedded implementation in OpenFPM [15].
This enables OpenFPM-based simulations to use remote, live in
situ visualization by changing just a few lines of code. When not
in use, the in situ capability has no code side-effects and minimal
overhead on the performance of a simulation. Using the present in
situ visualization framework also does not depend on the availabil-
ity or installation of additional software dependencies. For these
three reasons, we call our architecture “transparent”.

The design choices of the present transparent in situ architecture
emphasize interactivity. Throughout the architecture, care was
taken to minimize the latency from an interaction command to the
visual feedback, and to maximize rendering frame rate. Therefore,

we chose a zero-copy shared-memory layout and leveraged hybrid
CPU–GPU hardware using the Vulkan graphics API.

We have benchmarked the performance of our framework, and
have shown that it minimizes visualization latency, and can achieve
frame rates in excess of 15 frames/second even for large data sizes,
if the visualization is provided with sufficient resources.

However, this speed comes at a cost to the simulation, as simula-
tion data needs to be converted to unsigned integers to reduce the
data to be sent to the GPU. While optimizing the implementation
could help reduce overhead, our results inform about the trade-offs
inherent in designing interactive in situ visualization.

In the future, we could spin off the in situ application, currently
tightly-integrated into OpenFPM, so it can also be used with other
simulation frameworks. We will also explore methods to reduce the
amount of rendering data sent over the interconnect, which proved
to be a bottleneck in our benchmarks.

Taken together, we believe that the presented in situ architecture
and its transparent implementation add to the user experience of
OpenFPM-based simulations. Moreover, they provide insights into
best practices when designing in situ architectures, especially for
interactive applications like computational steering.
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REPRODUCIBILITY APPENDIX
For reference, we provide information regarding the open-source
software artifacts developed in this work, and further details re-
garding the experimental setup.

A SOFTWARE ARTIFACTS
All software created through the course of this work is open-source
and maintained in public repositories.

• The OpenFPM framework [15] for particle-mesh simula-
tions, which we implement our in situ architecture into, is
available at: https://git.mpi-cbg.de/openfpm/openfpmpdata.
The code for the in situ architecture is currently in the
insitu_visualization branch, and will soon be merged
into the master branch.

• The distributed rendering application that OpenFPM uses
for in situ visualization is available at https://github.com/sce
nerygraphics/scenery-insitu.

• The application for the display client, which enables remote
interactive visualization of the simulation is available at
https://git.mpi-cbg.de/mosaic/insituclient.

• Both the distributed rendering application and the display
client are based on the scenery [12] visualization frame-
work, which is open source and available at https://github.c
om/scenerygraphics/scenery. Some additions were made to
scenery through the course of this work. Those are currently
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in the parallel-rendering branch of the repository, and
will be merged into the master branch in the future.

B EXPERIMENTAL SETUP
The benchmarks described in Section 5 were carried out on the
furiosa high-performance computer at the MPI-CBG Dresden. The
GPU partition of the clusterwas used, which houses 23 Intel Broadwell-
EP nodes that host 2 Nvidia GeForce GTX 1080 GPUs each. The
GPUs are Pascal-generation, GP104-400-A1 chips with 8 GiB of
DRAM. Each node holds 2 CPU sockets, each of which hosts an
Intel Xeon E5-2698v4 2.20GHz CPU with 20 cores and a total of 512
GiB of RAM. The cluster runs CentOs 7.0, and the batch-system
scheduler is Slurm, version 18.08.5-2.

Compute nodes in the cluster are connected using a 4-lane FDR
InfiniBand network (Fourteen Data Rate, at 14 Gb/s per lane). It has
a bandwidth of 56 Gbps and a latency of 0.7 microseconds.

We compiled OpenFPM and ran our experiments using gcc
6.2.0 and OpenMPI 4.0.0. The distributed rendering application,
scenery-insitu, was built using AdoptOpenJDK 11.0.7.

In the experiments described in Section 5, for every compute
node used, all tasks were launched on the same CPU socket. The
number of processes launched per node was therefore limited to 20
(the number of cores in the socket), and all processes were bound
to the CPU socket. Nodes were requested with exclusive access.

For the measurement of rendering frame rates (Figure 4), a total
of either 16 or 19 processes were launched on each compute node,
depending on the testing instance as mentioned in the legend inset
in the figure. Processes were not bound to CPU-core, but to socket,
allowing the multi-threaded visualization process to make use of
multiple CPU cores within the socket, as available. On each node,
one process performed visualization, while all others performed
simulation, except on one node, where one process performed TCP
communication with a remote client instead of simulation. To il-
lustrate with an example, if 12 compute nodes were used with 16
processes each, 11 of the nodes would run 1 visualization process

and 15 simulation process, while the 12th node would run 1 visu-
alization process, 14 simulation processes, and 1 master process
performing TCP communication.

The benchmarks were carried out in interactive sessions, with
a script triggering camera viewpoint changes from a remote dis-
play client. The script looped between 4 viewpoints inside and
around the data, with an interval of between 2 and 5 seconds
between successive viewpoint changes. To ensure that the data
occupied a large part of the camera viewport, different values of
pixel-to-world-ratio in scenery ’s Volume Manager were se-
lected for the different data sizes; for grid resolution of 15003, the
value was 0.0036, while for 20483 it was 0.002. The code for the dis-
play client, which also triggered the camera viewpoint changes used
in the benchmarks, can be found at https://git.mpi-cbg.de/mosaic/in
situclient/-/blob/afe500ccb9f3bc4e5a89f35d08ff88f31db2c0e3/src/te
st/kotlin/graphics/scenery/insituclient/client.kt while the initializa-
tion set up used in the Gray-Scott simulation for benchmarking can
be found at https://git.mpi-cbg.de/openfpm/openfpmpdata/-/blob/
7a5dd37a43d39bb66b10f3a32490a24b5c4ca4ac/example/Grid/3grays
cott3d/mainmodified.cpp.

We explain the measurement of simulation time step tsim and
visualization time step tvis, as reported in Table 1. In case of the
synchronous execution we measured tsim with in situ visualization
turned off and the simulation running on all cores within one socket
of each node. Visualization time, tvis, was measured by running the
simulation for a single time step, and launching the visualization
thereafter, allowing it access to the complete set of resources. In
case of asynchronous execution, tsim and tvis were measured with
the simulation instrumented with in situ visualization and running
using our asynchronous architecture.

When measuring the overhead of in situ visualization on the sim-
ulation (Table 2), eleven of the 12 nodes ran a total of 19 processes
(18 simulation + 1 visualization), while the 12th node ran 20, with
the master process additional to the simulation and visualization
processes.
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