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Abstract

Motivation: To provide a graphical interface for the generation, display and ma-
nipulation of a sequence landscape that will run on all X-windows based UNIX
workstatations. Results: The sequence landscape approach enables the repre-
sentation of the frequency of occurence of all query sequence sub-words within
a database. The landscape approach can detect tandem and other repeating
word motifs, specific sub-words that are over-represented words in a particular
database using Markov probability and the preference for sub-words belonging
to either one of two databases. All these features aid in the classification of a
query sequence and given the open text format for sequences and databases the
XLANDSCAPE tool can be applied to a wide range of problems including se-
quence classification. Awvailability: XLANDSCAPE is freely available by anony-
mous ftp to beagle.colorado.edu, directory, pub/Landscape/xland.v1.tar.Z. Con-
tact: Email address, Samuel.Levy@colorado.edu or Gary.Stormo@colorado.edu.
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1 Introduction

The ability to compare and classify biological sequences is an important pre-
requisite to understanding biological function. The simpliest form of comparison
involves matching the sub-words of a query sequence against another source se-
quence or collection of source sequences. If a set of long query words occurs
with a high frequency in the source sequence then this would suggest related-
ness between the query and source sequences. The frequencies of mono- and
di-nucleotidies are used as part of the first order Markov chain analysis that
enabled the WORDUP program to identify functionally significant promoter
words (Pesole et al., 1992). Indeed, word frequency data of di- and tetra-
nucleotides provides the basis of the ability to discriminate between different
bacterial genomes (Karlin et al., 1997) and eukaryotic organisms (Karlin and
Burge, 1995). Word frequencies can also be used to identify tandem or inverted
repeating elements within a sequence (Lefevre and Tkeda, 1993), (Milosavljevic
and Jurka, 1993), (Cox and Mirkin, 1997). Tandem repeating DNA or pro-
tein elements have been implicated in nervous system development and related
disorders (Karlin and Burge, 1996), (MacDonald and Gusella, 1996), (Zoghbi,
1997), (Nelson, 1993).

Word frequency data of a sequence compared with databases representing
defined sequence classes can provide a useful first step in the classification of
a sequence into functional domains. Claverie and Bougueleret (Claverie and
Bougueleret, 1986) calculated frequencies of words up to 4- and 9-long found
in protein and nucleic acid sequence databases, respectively, and then used this
information to find words occuring in a query sequence. Combining informa-
tion from word frequencies and discriminant analyses it was possible to identify
intron/exon regions in DNA and functional domains in proteins. In a similar
manner, hexamer or octamer word frequencies provide some of the data that can
be combined with other types of protein coding sequence data to aid in identify-
ing protein coding regions of genes (Uberbacher and Mural, 1991), (Snyder and
Stormo, 1993), (Snyder and Stormo, 1995), (Solovyev et al., 1994) or for the
identification of over-represented words in promoter regions (Prestridge, 1995),
(Hutchinson, 1996), (Chen et al., 1997).

One potential extension to this approach is to use frequencies of all word
lengths found in the query sequence that occur in sequence class databases.
The result of this analysis can be represented as a sequence landscape or a ma-
trix array of frequency values above the query sequence (Clift et al., 1986). This
approach previously illustrated the presence of repeating motifs and underep-
resented words in bacteriophage genomes. However, the sequence landscape is
a general approach for the analysis of any textual alphabet, and thus can be
applied to both DNA and protein sequences. Therefore, in order to facilitate
the use of word frequency information for word matching, sequence compari-
sion and classification we present an X-windows implimentation of the sequence
landscape program and some examples of enhancements in landscape visualiza-
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tion.

2 System and methods

The Xlandscape program comprises approximately 13,000 lines of C code that
was developed on Sun, DEC and Hewlett Packard Unix workstation operating
under UNIX. The program employs X-windows calls (X11 Release 5 and the
Athena widget set) to allow the user access to sequences and databases as well as
controlling different aspects of landscape display and filtering. The source code
can be obtained at ftp://beagle.colorado.edu/pub/Landscape/xland.v1.tar.Z and
in theory can be built for any Unix workstation with a C compiler, X11 Re-
lease 5 or higher and the Athena widget toolkit. The program produces an
X-windows graphical display of a landscape which includes zooming, scaling
and word searching capabilities. Word frequencies of a query sequence in a
database can be represented by user defined color coded rectangular cells or
may contain the numeric values themselves. A clickable interface enabled on
the landscape cells themselves allows the user to access information about the
length, position, and frequency value, ratio of frequency values and Markov
probability of any word.

3 Algorithm

3.1 Landscape description

A landscape of a simple 15 base query sequence, using the same sequence as
a database, shows the basic elements of a landscape display (Figure 1). Every
cell in the landscape, L(j, k), indicates where a word begins,j, and its length,
k, and the value of a cell is the frequency of that word in the database. For
example, the frequency value of 2 at L(3,3) indicates that the 3-base word tec
starting at position 3 occurs twice in the sequence, the other location being at
position 8. The landscape also shows frequencies of two- and one-letter words
in rows 2 and 1 respectively, or L(*,2) and L(*,1). The diagonal lines found at
L(4,2) and L(9,2) indicate that the word cc occurs within the context of word
“pointed” to by the diagonal line, ie. tcc. In addition, this sub-word occurs at
the same frequency, which in this case is 2. Thus, the landscape represents the
frequency of all words in the query sequence that can be found in a database.
Furthermore, the peaks indicate the presence of relatively long matches in the
query sequence to words in the database, diagonal and vertical lines indicate
word implications and troughs indicate the presence of words within the query
sequence that occur infrequently in the database.
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3.2 Landscape production

The basic outline of landscape production is shown in Figure 2. In order to
enable on-line word searching of a query sequence, a suffix array data structure
(Manber and Myers, 1993) is created of the database(s) which takes O(N log N)
time for a database of length N. Subsequently, searching for query sequence
words in the indexed database(s) can occur in O(P + logN) time for query
sequences of length P. In the case where a query sequence is searched against
a single database (x = h in Figure 2) the frequency values of sub-words L(j, k)
are displayed.

In order to determine the preference of a query sequence word for occurring
within one database, say Dy, over another, say D;, (x = h,i in Figure 2) a
ratio landscape can be produced. This is essentially the result of generating two
landscapes of the same query sequence by using two different databases and
dividing all the cells in one landscape by the corresponding cells of the other.
Thus, we define each cell in the landscape as a log ratio of frequency values,

Ly(j, k) +1 | D;|
- +1In 1
Li(j,k) +1 | Dp | @

Therefore, if a word occurs with a higher frequency in database Dy then
Ry)i(j,k) > 0. Alternatively, if a word occurs with a higher frequency in
database D; then Ry, /;(j, k) < 0. If a word occurs with an equivalent frequency
in either database then Rj/;(j, k) = 0. The addition of 1 to the L(j, k) terms
serves as a small sample size correction and avoids any potential erroneous at-
tempt to evaluate In0. The last term in equation (1) accounts for differences
in database size such that Rj/;(j,k) represents a quantitative measure of a
word’s preference in any particular database, regardless of database size. This
so-called ratio landscape can be generated on-line and displayed by simple menu
operations.

The landscape contains a large amount of information and in order to ex-
tract more meaningful information a filtering operation can be employed that
expresses each word as a ratio of observed:expected probabilities. A Markov
model of degree I — 1, where [ is the word length, is applied to derived expected
values for each word in the landscape. Thus, the observed and expected values
for each word can be obtained from the landscape cells L(j, k). The filtered
landscape values can be represented thus,

Rp/i(j,k) =In

, Obs L(j, k) x L(j + 1,k —2)
M(j,k)=1 =1 2
k) =l = T ) X LG+ LE=1) @)
when k£ = 1 then M(j, k) = 0 and when k = 2 then the value of L(j + 1,k —
2) = |D| in equation (2).
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4 Implementation and results

The Xlandscape program was developed and tested extensively on a Sun Sparc-
server 10/51. The initial overhead for the Xlandscape windowing interface re-
quired approximately 2 megabytes of RAM. Subsequently, generating a suffix
array of each database required ten times as much RAM as the original database
size, which is platform independent. On the Sun Sparcserver 10/51, this index-
ing was accomplished at a rate of approximately 13 kbases/second. Therefore,
a one megabase database required approximately 76 seconds for indexing and
10 megabytes of RAM for storing the index in memory. Once a database had
been indexed, word searching of a query sequence can occur on-line with an
additional overhead in RAM.

The detection of tandemly repeating DNA sequences in genes is readily per-
formed by using the same DNA sequence as both the query and database and
by generating the landscape of L(j, k) values. Triplet repeating elements such
as CAG have been implicated in diseases such as muscular atrophy and Hunt-
ington’s. This repeating element can be detected in the Huntington’s disease
related gene (GenBank locus HUMHDA) (Huntington’s disease collaborative re-
search group, 1993) by generating a landscape using the gene itself as the query
sequence and database (Figure 3). The tandemly repeating element is resolved
as a large peak in the landscape of a small region of the gene since frequently
occurring larger words can be found that are built made up of the core CAG
word. For example, the cursor is situated on the 50-long word CAG16 CA can be
found 6 times within the larger 65-long word CAGy CA. The CAG repeat ex-
pansion by virtue of encoding a poly-glutamine stretch, appears to be the most
likely cause for Huntington’s (MacDonald and Gusella, 1996), the landscape
also detects an adjacent CCGy repeat (smaller peak in Figure 3) or unknown
function.

The landscape can be used to determine the extent of similarity between two
sequences. The landscape frequency values are the result of a comparison of all
query sub-words to an indexed sequence. Therefore, the number and length of
peaks provide a quantitative measure of similarity between these two sequences.
This approach has been implimented previously by applying a minimal-length
encoding algorithm (Milosavljevic and Jurka, 1993). The extent of similarity
between sequences can be measured by comparision of the degree of compression
between sequences (Milosavljevic, 1994). The cells that constitute the top edge
of a landscape provide the same information as the minimal-length encoding
algorithm. Using a landscape from a pairwise comparison of two sequences
permits matching of words that essentially allows transposition events in the
matching process. This factor permits an additional flexibility in the sequence
matching scheme over existing alignment based methods.

The ratio landscape of an intron/exon boundary region in the human bone
marrow serine protease gene (GenBank locus HSMED) on comparsion with exon
(D.) and intron (D;) databases can be seen in Figure 4. The ratio frequency
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values, R, /;(j, k), have been color coded to reflect positive (yellow) and negative
values (blue) which indicate a preference for words in exon and intron databases
respectively. From the overall distribution of the shaded cells it is evident that
exon words occur preferentially in the known exon domain which starts at po-
sition 1786, whilst the intron words are more prevalent in the intron domain
ending at position 1785.

The calculation of a Markov landscape permits the enquiry whether a se-
quence contains words that are either over- or under-represented in a database
according to Markov probability. In the case of word over—representation, the
word in question may be regarded as containing sequence particularly relevant
to the functional class that the database represents. This can be illustrated by
calculating the Markov landscape of a putative promoter region of the HSMED
gene (Figure 5) using a database of 430 unique eukaryotic vertebrate promoter
sequences prepared from eukaryotic promoter database (version 48) ((Bucher,
1996)). The red cells indicate words that occur at least two-fold more than ex-
pected in the promoter database. The eleven-letter word highlighted at position
1229 contains the sequence ctataagagga which is a good candidate for the TATA
box sequence. In addition, the nine-letter words indicated by the five landscape
cells upstream from position 1229 are all identified as potential transcription fac-
tor binding sequences when this region is compared to the TRANSFAC database
(version 3.2) using MatInspector 2.1 (Quandt et al., 1995). Thus, the Markov
landscape is very efficient in detecting functionally relevant sequences in this
particular example.

The “troughs” or “valleys” in a landscape indicate words that occur at a
reduced frequency to adjacent words of the same length. This can be seen in
Figure 3 in the landscape cells 429,5 and 441,5 which contain the frequency of 7
for these two words compared to the other adjacent 5-letter words which occur
more than 10 times (marked by “*” in row 5 of Figure 3). The Markov landscape
of a sequence also can indicates under—represented words and this is illustrated
in the HSMED gene in Figure 5. The words indicated by the green cells occur
at least two—fold less than expected compared to all promoter sequences. The
occurrence of under-represented words in a region of sequence that potentially
contains transcription factor binding site may serve to increase the specificity of
transcription factor binding. The landscape approach previously identified the
under-represented methylation sequence tetramer, GATC, in an analysis of the
bacteriophage T7 genome (Clift et al., 1986). Using a similar Markov statistic,
it was possible to identify GATC as a relatively under-represented sequence in
most bacteriophage genomes (Karlin et al., 1994).

5 Discussion

The Xlandscape program is a graphical interface operating on all X-windows
based Unix workstations that generates a “landscape” of word frequency val-
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ues of all sub-words occurring within a query sequence when compared to a
database. This graphical interface is an enhancement of the text-based inter-
face that was developed previously (Clift et al., 1986). A sequence landscape
can be produced in real-time due to the indexing of the database and main-
taining the suffix array of the database in RAM, enabling rapid querying of all
sub-words contained within a query sequence.

In the simplest implimentation a sequence landscape can be used to deter-
mine whether a query sequence sub—word occurs in a database. The occur-
rence of a tandem repeat sequence can be detected in a landscape as a large
“peak” with many word implications due to the overlapping sub—words that
occur within the longest word constituting the extent of the tandem repeat
(Figure 3). Repeating motifs of this kind can be detected within any biological
sequence, DNA or protein, when the query sequence is also used as a database.

The Markov landscape approach provides another means by which a specific
word or group of words can be detected in a feature database. The application of
this filter to the upstream region of the transcription start site of the GenBank
locus HSMED versus a promoter database reveals a potential TATA box and
several sites that could be potential transcription factor binding sites (Figure 5).
These putative transcriptional promoters were also detected by MatInspector
version 2.1 (Quandt et al., 1995), indicating that using all word frequencies can
provide as useful a diagnostic feature as have been found for weight matrices for
transcription factor binding sites (Prestridge, 1995) (Chen et al., 1997) (Hertz
and Stormo, 1996).

The addition of the Markov and ratio landscape methodologies has extended
the capabilities of the sequence landscape approach as a classification tool. Sev-
eral approaches to gene finding employ hexamer or octamer word frequencies
from exon regions as one diagnostic feature to predict de movo intron/exon
boundaries (Uberbacher and Mural, 1991), (Snyder and Stormo, 1993), (Snyder
and Stormo, 1995), (Solovyev et al., 1994)). This frequency data is equivalent to
using the ratio of word frequency values, either R(x*,6) or R(x,8), ie. only row 6
or 8 in Figure 4. However, using all word lengths in the landscape essentially in-
cludes the most relevant words for determining the differences between different
sequence classes. The ratio landscape is a convenient way to examine whether a
query sequence belongs to one of two different sequence classes. In an attempt
to extend this classification to include more than two sequence classes, a scoring
algorithm can be applied to ratio landscapes of a query sequence compared to
several sequence class databases. This approach was taken to parse a sequence
into promoter, exon and intron domains and preliminary data suggests that this
may be a viable approach to sequence classification (Levy and Stormo, 1997).
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Figure legends

Figure 1. Landscape of 15-base sequence showing frequencies of all words that
occur in this sequence.

Figure 2. Flow chart of Xlandscape program operation. A landscape of a se-
quence is generated by first producing a suffix array index of the source sequence
or source database of concatenated sequences. All the words of an unindexed
query sequence can then be compared to the indexed source and the X-windows
display outputs the landscape cell values in either a numeric or color-coded fash-
ion. The values outputted depend on whether the query sequences is compared
to one or two database. These are the L values, for exact word frequencies,
M values, for Markov probability of occurrence and R, for a log-ratio value
representing a comparision of a query sequence with two databases.

Figure 3. Landscape of a small region of the first exon of the Huntington’s dis-
ease gene (GenBank locus HUMHDA) showing CAGs; tandem repeats starting
at position 367 as a larger peak. The top region of the peak is truncated in
the figure but frequency values of 2 are found for longer words containing the
CAG tandem repeat. The “*” represent single cells in which frequency values
are greater than 9.

Figure 4. Screen image showing X-windows interface for displaying a sequence
landscape. Displayed in the window is a ratio landscape of the intron-exon
boundary (marked with cursor above sequence line at position 1786) for the
GenBank locus HSMED showing preferentially occurring exon words in yellow
and intron words in blue. Note that more exon words occur to the right of
position 1786 (marked with a blocked cursor in red on sequence row) where an
exon domain is known to exist.

Figure 5. Markov landscape of the HSMED gene, upstream from the transcrip-
tion start site (position 1287-not shown), compared to a promoter database.
Red cells indicate words that occur two-fold more times in the promoter database
than expected. The 5 adjacent red cells to the left represent words that contain
predicted transcription factor binding sequence.
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