Abstract- Single- and multicriteria evolution strategies are implemented to optimize micro-fluidic devices, namely the shape of a microchannel used for bioanalysis and the mixing rate in a micromixer used for medical applications. First, multimembered evolution strategies employing mutative step size adaptation are combined with the Strength Pareto Approach. In order to support targetting, an extension of the Strength Pareto Evolutionary Algorithm is proposed. Applied on the optimization of the microchannel, these algorithms suggest a novel design with improved properties over traditional designs. A comparison with a gradient method is presented. Second, an evolution strategy with derandomized self-adaptation of the mutation distribution is used to optimize the micromixer. The results agree well with dynamical systems theory.

1 Introduction

We apply evolution strategies to optimization problems for microdevices used in medical applications. In particular, the shape of a microchannel and the mixing rate in a micromixer are optimized. Optimizing microdevices presents a challenge due to the lack of knowledge to guide the design and due to the difficulty to formulate gradient algorithms for the governing equations. In conjunction with efficient computational methods for the simulation of such devices, evolutionary algorithms are highly suitable methods for this application due to their portability and inherent parallelization making possible the reduction of time to market in such designs.

Besides classical single objective evolution strategies, we also present multiobjective algorithms that find a set of optimal trade-off fronts, the so-called Pareto-optimal set, for problems with multiple, conflicting goals. An existing powerful multicriteria algorithm is embedded in an evolution strategy and extended for the purpose of targetting.

Section 2 of this paper introduces the evolutionary algorithms implemented in this work. Section 3 shows their application on the design of a microchannel while the application on a micromixer is presented in Section 4. Conclusions are drawn in Section 5.

2 Evolutionary Optimization Methods used in this Work

We use the following evolutionary optimization strategies:

- The (1+1) evolution strategy
- The Strength Pareto Approach for multiobjective optimization [Zitzler & Thiele (1999)] combined with an evolution strategy using mutative step size adaptation (see subsection 2.1)
- The Strength Pareto Approach with Targetting (see subsection 2.2)
- The derandomized ($\mu/\mu_F, \lambda$) evolution strategy with covariance matrix adaptation (CMA-ES) with intermediate recombination [Hansen & Ostermeier (1996)], [Hansen & Ostermeier (1997)]

2.1 The Strength Pareto Approach combined with an Evolution Strategy

For this work, the Strength Pareto Approach for multiobjective optimization has been used because comparative studies have shown that, among all major multiobjective EAs, the Strength Pareto Evolutionary Algorithm (SPEA) is clearly superior ([Zitzler & Thiele (1999), Zitzler, Deb & Thiele (2000)]). It is based on Pareto-optimality and dominance. The algorithm as proposed by [Zitzler & Thiele (1999)] was implemented in a restartable, fully parallel code.

Following the notation in [Zitzler & Thiele (1999)], step 7 requires an algorithm for the selection of individuals into the mating pool and Step 8 includes some method for dynamical adaptation of step sizes (i.e., mutation variances). For this paper, selection was done using the following binary tournament procedure:

1. Select at random two individuals out of the population $P$.
2. Copy the one with the better fitness value to the mating pool.
3. If the mating pool is full, then stop, else go to Step 1

Adaptation of the step sizes was realized using the self-adaptive mutative technique. Each element of the population $P$ and of the non-dominated individuals in the external population $P'$ is assigned an individual step size for each dimension. The step sizes of all members of the mating pool are then either increased by 50%, cut to half, or kept the same, each at a probability of 1/3.
2.2 Strength Pareto Approach with Targeting

Compared to other methods like for example the Energy Minimization Evolutionary Algorithm (EMEA) (cf. [Jonathan, Zebulum, Pacheco & Vellasco (2000)]), the SPEA has two major advantages: it finds the whole Pareto-front and not just a single point on it and it converges faster. The latter is a universal advantage whereas the former is not. There are applications where a target value can be specified. In this case, one wants to find the point on the Pareto-front which is closest to the user-specified target (in objective space). This eliminates the need to analyse all the points found by SPEA in order to make a decision. EMEA offers such a possibility but it converges slower than SPEA. Moreover, EMEA is not able to find more than one point per run. Thus, we extend SPEA with a targeting facility that can be switched on and off depending on whether one is looking for a single solution or for the whole front, respectively. We added this capability to SPEA by the following changes to the algorithm:

1. Between Step 6 and Step 7 the fitnesses of all individuals in \( P \) and \( P' \) are scaled by the distance \( D \) of the individual from the target (in objective space) to some power \( q \):

\[
f_{i} = f_{i} \cdot D_{i}^{q}
\]

This ensures that enough non-dominated members close to the target will be found, so that the one with minimal distance will appear at higher probability. The parameter \( q \) determines the sharpness of the concentration around the target.

2. Another external storage \( P_{\text{best}} \) is added that always contains the individual out of \( P' \) which is closest to the target. Therefore, between steps 4 and 5, the algorithm calculates the distances of all members of \( P' \) to the target and picks the one with minimal distance into \( P_{\text{best}} \). At all times, \( P_{\text{best}} \) contains only one solution.

3. At the end of the algorithm, not only the Pareto-front is put out but also the solution stored in \( P_{\text{best}} \). Note that due to clustering and removal in \( P' \), the solution in \( P_{\text{best}} \) is not necessarily contained in \( P' \). Therefore, it is an optimal solution which otherwise would not have appeared in the output.

The algorithm has been implemented and tested for convex and nonconvex testfunctions. Figures 1 to 4 show some results for the nonconvex testfunction \( T_{2} \) as proposed in [Zitzler, Deb & Thiele (2000)]:

Minimize \( T_{2}(x) = (f_{1}(x_{1}), f_{2}(x)) \)

subject to \( f_{2}(x) = g(x_{2}, \ldots, x_{m})h(f_{1}(x_{1}), g(x_{2}, \ldots, x_{m})) \)

where \( x = (x_{1}, \ldots, x_{m}) \)

\[
f_{1}(x_{1}) = x_{1}
\]

\[
g(x_{2}, \ldots, x_{m}) = 1 + 9 \cdot \sum_{i=2}^{m} x_{i}/(m-1)
\]

\[
h(f_{1}, g) = 1 - (f_{1}/g)^{2}
\]

(1)

where \( m \) is the dimension of the parameter space and \( x_{i} \in [0,1] \). The exact Pareto-optimal front is given by \( g(x) = 1 \).

The parameters of the algorithm were set as summarized in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension of parameter space ( m )</td>
<td>5</td>
</tr>
<tr>
<td>Size of population ( \lambda )</td>
<td>50</td>
</tr>
<tr>
<td>Size of mating pool ( \mu )</td>
<td>30</td>
</tr>
<tr>
<td>Size of non-dominated set ( N' )</td>
<td>70</td>
</tr>
<tr>
<td>Number of generations</td>
<td>250</td>
</tr>
<tr>
<td>Target value for ( f_{1}, f_{2} )</td>
<td>(0.5, 0.7)</td>
</tr>
<tr>
<td>Concentration parameter ( q )</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1: Settings for targeting SPEA

The chosen target value is slightly off-front. Therefore, the targeting error will not become zero. Figure 1 shows the final population after 250 generations without targeting. The diamonds indicate members of the external non-dominated set (Pareto-optimal front) whereas members of the regular population are denoted by crosses. In Figure 2 the same run has been repeated with targeting. Figure 3 shows the targeting error as a function of the generation number. The dashed line indicates the theoretical minimum of the distance. After about 80 to 100 generations, the point on the front which is closest to the target has been found with good accuracy. Figure 4 shows the path of \( P_{\text{best}} \) towards the target. The jumps are due to the fact that the individual stored in \( P_{\text{best}} \) gets replaced as soon as another individual is closer to the target.

The actually achieved best objective value was \( f(P_{\text{best}}) = (0.5265, 0.7247) \); its Euclidean distance from the target is \( 3.6287 \cdot 10^{-2} \), which is equal to the theoretical minimal distance within the given computational accuracy.

3 Microchannel Flow Optimization

Both single- and multiobjective EAs have been applied to a fluidic microchannel design problem. Bio-analytical applications require long thin channels for DNA sequencing by means of electrophoresis. In order to pack a channel of several meters in length onto a small square plate, curved geometries are required. However, curved channels introduce dispersion and therefore limit the separation efficiency of the system. The question is now how to shape the contour of the channel in order to minimize dispersion.
A detailed description of the problem as well as an optimization solution using gradient methods can be found in [Mohammadi, Molho & Santiago (2000)].

### 3.1 Single Objective Optimization

The goal of this optimization run was to minimize the final skewness of the flow inside the channel, i.e. it was required, that the iso-values of the advected species \( \alpha \) be normal to the flow field \( U \) by time \( T \) when they exit the channel. The objective function defined by [Mohammadi, Molho & Santiago (2000)] is therefore:

\[
J = \int_{\Omega} \left( \nabla \alpha(x, T) \times U(x) \right)^2 \, dx \tag{2}
\]

with \( \Omega \) being the cross section of the channel exit. The shape of the 90 degrees turn is described by 11 parameters. Therefore, the parameter search space is of dimension 11. The objective space is scalar since it is a single objective problem.

The objective function is computed by solving the governing equations of the motion of the species in an electric fields. Both a (1+1)-ES and a (3/3r, 12)-CMA-ES were applied to the problem and their convergence was compared. The results were statistically averaged from 5 runs with different initial conditions, i.e. starting points.

Since the CMA-ES has a population size of 12, it performs 12 function evaluations per generation. Figure 5 shows the convergence normalized to the same number of function calls. Figures 6 and 7 show the corresponding solutions after 20 and 180 generations of the best 1+1 run out of the ensemble (the lines are iso-potential lines of the electric field). After 20 generations the contour of the channel gets a clearly visible dent in it. After 80 evaluations of the objective function, the algorithm has found a double-bump shape to be even better and after 180 calls to the solver, no further significant improvement is observed. The value of the objective function has dropped to about \( 10^{-6} \) for the best run out of the ensemble.
This means that dispersion is almost zero and the channel has good separation properties.

3.2 Multiobjective Optimization

Afterwards, the total deformation of the channel contour is introduced as a second objective to be minimized simultaneously in order to minimize manufacturing costs. Thus, the second objective reads:

$$K = \sum p_i^2 \quad i = 1, \ldots, 11$$

(3)

where \(p_i\) are the shape parameters of the channel as introduced by [Mohammadi, Molho & Santiago (2000)]. The first objective remains unchanged. The algorithm used for this optimization is a SPEA with a population size of 20, a maximum size of the external non-dominated set of 30, and a mating pool of size 10.

Figure 8 shows the Pareto-optimal trade-off front after 80 generations of the algorithm and figures 9 and 10 show the corresponding solutions, i.e. optimized shapes of the channel. One is now free to choose whether to go for minimal skewness at the expense of a higher deformation (cf. Figure 9), choose some intermediate result or minimize deformation in order to minimize manufacturing costs and still get the lowest skewness possible with the given amount of deformation (cf. Figure 10).

3.3 Comparison with Gradient based Methods

Figures 11 and 12 show two classes of optimized shapes obtained by [Mohammadi, Molho & Santiago (2000)] using gradient methods. It is interesting that the gradient technique offers two different designs, namely the single-dented (Fig. 11) and the double-dented shapes (Fig. 12) which we found with the evolution strategy also. Therefore, we obtain qualitatively similar results from both methods. Using the gradient method, the skew is reduced by one order of magni-
tude [Mohammadi, Molho & Santiago (2000)] which is comparable to the numbers obtained by evolutionary optimization. While trial and error procedures were used in the gradient methods to obtain various solutions, ES provides us with a number of solutions and a Pareto front in a fully automated fashion. Unlike the gradient based methods which require an explicit formulation of the optimization problem in hand, the evolution strategy provided a straightforward optimization procedure. Moreover, the small cost of the computations implies that ES are a reliable method leading to greater flexibility and shorter “time-to-solution”.

4 Micromixer Optimization

An evolution strategy with covariance matrix adaptation (CMA-ES) is applied to optimize a micromixer. This strategy has been found to preserve invariance properties against transformations of optimization parameters and to perform better than other evolutionary algorithms for non-separable and badly scaled functions [Hansen & Ostermeier (1997)].
Moreover, since we are dealing with a highly dynamical system that introduces noise to the objective function, we take advantage of the recombination feature in the proposed method.

The proposed mixer is actively controlled to enhance mixing in a straight channel. Flow in the main channel is manipulated by controlling time-dependent flow from six secondary channels. From these secondary channels, time-dependent cross-flow momentum is imparted on the main channel flow which alters the trajectories of flow-tracing particles. A micrograph of the mixing chip is shown in Figure 13 and the flow configuration is illustrated in Figure 14.

![Figure 13: Micrograph of the mixing chip](image)

![Figure 14: Schematic of the flow configuration](image)

As seen from Figure 14, the main channel is $2h$ in height and $13.5h$ in length where $h$ is a varying length scale. With a distance of $3h$ between secondary channels, they are $h/2$ in width and $5h$ in length. The inlet velocity $U(y)$ of the main channel

$$U(y, x = 0) = U_m \left( 1 - \left( \frac{y}{h} \right)^2 \right), |y| \leq h$$

is parabolic, and the inlet velocity of each secondary channel set $i$

$$V_i = \hat{V}_i \sin(2\pi f_i t + \phi_i), i = 1(1)3$$

is sinusoidal in time where $f_i$ is the oscillation frequency, $\phi_i$ the phase shift relative to the first set of secondary channels, and $\hat{V}_i$ the velocity amplitude.

In order to study the performance of the mixer, we compute the mixing rate of the flow by numerical simulations of the governing Navier-Stokes equations at a Reynolds number $Re = 5$.

The aim of the optimization is to obtain the parameter vector which leads to the most pronounced mixing rate in the micromixer. Actuation parameters are the frequency, the amplitude, and the phase shift for each pair of the secondary channels, yielding a total number of 9 actuation parameters. Within this work, we set amplitudes and phases to constant values, namely $\hat{V}_1 = \hat{V}_2 = \hat{V}_3 = 2U_m = 2$, and $\phi_1 = \phi_3 = 0$, $\phi_2 = \pi$ as recommended in [Volpert, Mezic, Meinhart & Dahleh (2000)]. As optimization parameters remain the three frequencies $f_1, f_2, f_3$ which vary within the limits $0$, $1$, summarized in the parameter vector $\mathbf{x} = (f_1, f_2, f_3)$.

The objective function to be minimized is the mixing rate $m$ which is computed by

$$m = \frac{\sum_{i=1}^{N} (c(i))^2}{N} - \left( \frac{\sum_{i=1}^{N} (c(i))}{N} \right)^2$$

where $c$ is the scalar concentration and $N$ the number of vertices in the outlet for which the concentration is measured.

For the optimization, we evaluate the mixing rate until time $t = 135$ in steps of 0.05. After trying different sets of frequencies, we decided on averaging the mixing rate between time $t = 90$ and time $t = 135$, a time regime in which the flow reaches steady state for the tested frequencies. Time $t = 135$ corresponds to 10 flow through times. The CPU time for one simulation of the flow until time $t = 135$ takes about 3 CPU hours on a Sun Sparc Ultra-2 processor.

We implement a derandomized evolution strategy with covariance matrix adaptation and with recombination of all parents. The population consists of $\mu = 2$ parents and $\lambda = 10$ children. Using MPI, the optimization is run in parallel on 5 processors of a Sun workstation cluster.

The results of the optimization of the three frequencies are documented in Table 2.

<table>
<thead>
<tr>
<th>Number of actuated frequencies</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial frequencies</td>
<td>$f_1$</td>
</tr>
<tr>
<td></td>
<td>$f_2$</td>
</tr>
<tr>
<td></td>
<td>$f_3$</td>
</tr>
<tr>
<td>Initial mixing rate</td>
<td>$m$</td>
</tr>
<tr>
<td>Best frequencies</td>
<td>$f_1$</td>
</tr>
<tr>
<td></td>
<td>$f_2$</td>
</tr>
<tr>
<td></td>
<td>$f_3$</td>
</tr>
<tr>
<td>Best mixing rate</td>
<td>$m$</td>
</tr>
<tr>
<td>Number of function evaluations</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Initial and optimized frequencies

To obtain the required accuracy of the parameters, the function had to be evaluated 460 times. Due to the huge computational cost of the optimization, we could not afford to
run another optimization with a different direct search technique and compare it with the ES. However, we compare the optimization result with dynamical system theory. The optimum frequency for a mixer with only one side channel can be determined analytically by considering the movement of a fluid particle in the main channel which yields a value of $f = 1/2$ (non-dimensional units). From studying the ratios of the frequencies, one can learn that there is a difference if frequency ratios are 1, rational, or irrational. The computation of the mixing rate for the parameter vector $\mathbf{x} = (1/2, 1/2, 1/2)$ with identical frequencies yields $m = 0.1596$ while our initial “rational” frequency set $\mathbf{x} = (1/2, 1/3, 1/4)$ gives us $m = 0.0345$. “Irrational” frequencies as proposed in [Volpert, Mezic, Meinhart & Dahleh (2000)] $\mathbf{x} = (1/(2\sqrt{5}), 1/(2\sqrt{2}), 1/2)$ yield $m = 0.0285$ which is the best mixing found theoretically. As one can see, the evolutionary optimization yields a much better mixing rate of $m = 0.0213$ with the frequencies reported in Table 2. This result means a considerable improvement compared with numbers from a well-established theory.

Figures 15 and 16 show a snapshot of the flow in the micromixer at time $t = 45$ for the identical and optimal frequencies, respectively.

![Figure 15: Flow actuated by $\mathbf{x} = (1/2, 1/2, 1/2)$](image1)

![Figure 16: Flow actuated by optimal frequencies](image2)

5 Conclusions

Single- and multiobjective evolutionary algorithms have been implemented and assessed. The SPEA has successfully been extended to support targetting in objective space, an important feature when faced with a problem where some problem-specific knowledge is available. It has been shown that these algorithms are easy to apply to microdevice related problems. For the microchannel, the solutions are comparable to those found by gradient based methods while remaining portable and providing a multitude of efficient new designs in an automated fashion. For the micromixer, the evolution strategy suggests a solution even better than theoretical results.
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