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ABSTRACT:
Data flow analysis is well understood at the intra-procedural level and efficient algorithms are available. When inter-procedural mechanisms such as recursion, procedure nesting, and pass-by-reference aliasing are introduced, the data flow problems become much more difficult. The avail, live, and must-summary data flow problems are shown to be NP-complete in the presence of aliasing. However, an algorithm is presented with O(SET*EDGE) time performance where EDGE is the size of the program's flow graph and SET is a possible exponential number which reflects the number of aliasing patterns of the program. It is argued that in practice SET is small and on the order of the number of variables of the program.

INTRODUCTION
Data flow analysis problems have been studied extensively for a number of purposes, among them global program optimization, software validation, and program documentation [FO]. Initially, interest centered on determining the data flow patterns visible at a given statement within a procedure. The available expression and live variable problems are of this genre. The algorithms constructed for such analyses [AC,RH, UH,UK] are very efficient but strictly intra-procedural in the sense that they do not take into account the effects of other procedures within a program.

More recent efforts have focused on determining these patterns in the presence of the inter-procedural effects induced by procedure calls. Once the scope of the problem was so enlarged, an additional class of problems arose. Specifically, one could then ask what effect the execution of an entire procedure had on the variables of a program. Such problems were termed the must - and/or may - summary problems [Barth].

Current inter-procedural algorithms either compute approximations to the answers which are precise up to symbolic execution [Barth], or are very inefficient [R1,R2], or ignore one or more of the "difficult" effects such as recursion or aliasing [S,A]. The one notable exception to this is a fast and precise algorithm for the may-summary problem [Ban,H]. This paper focuses on the remaining problems - live, avail, and must-summary.

The inter-procedural live problem is shown to be NP-complete [GJ]. The avail and must-summary
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problems are co-NP-complete. These problems are intractable due to the presence of aliasing. However, the expected degree of exponentiality is felt to be small, especially when certain redundancies are eliminated. Iterative solutions to these problems are presented which are then related to the theory of monotone data flow analysis frameworks [Kildall]. An efficient algorithm based on these iterative solutions is then sketched which is superior to the one obtained by employing Kildall’s general algorithm. The algorithm runs in time $O(\text{SET} \times \text{EDGE})$ where EDGE is the size of the program’s flow graph. SET is the possibly exponential parameter which reflects the number of aliasing patterns of the program. A pruning scheme is introduced which reduces the number of alias patterns to the extent that SET is expected to be asymptotically small (on the order of the number of variables in the program) for realistic programs. Thus the algorithm should be efficient in practical applications.

**PROGRAM MODELS:**

This paper investigates data flow problems in a typical block structured programming language such as PASCAL. The salient inter-procedural characteristics of such a language are the nesting of procedures, pass-by-reference parameters, and recursion. The analytic model employed in this paper is sketched below.

It is assumed that procedure definitions may be nested. This nesting is modelled by a directed rooted tree whose root, MAIN, is the main procedure. A procedure P is the father of a procedure Q if the definition of Q is directly declared within P. Figure 1 should make the construction of this nesting tree clear.

Within the definition of a procedure, P, a number of local variables, LOCAL[P], may be declared. This set includes the formal parameters of P. Those formal parameters which are passed-by-reference are termed reference parameters of P and are denoted by FORMAL[P]. A variable is global to P if it is the local variable of any proper ancestor of P in the nesting tree. The code part of P can address (manipulate) only its local and global variables.

Formally --

GLOBAL[P] = $\{Q \mid (\text{LOCAL}[Q] \cup Q \text{ is a proper ancestor of } P) \}$

ADDRESS[P] = LOCAL[P] $\cup$ GLOBAL[P].

The code part of a procedure can also contain statements, called call-sites, which call (invoke) other procedures. One writes $P(a_1, \ldots, a_k) \rightarrow R (f_1, \ldots, f_k)$ if there is a call-site in P calling R with actual parameters $a_i$ through $a_k$ where each
actual $a_i$ is passed-by-reference to the reference parameter $f_i$. Only reference parameteres are of interest as these are the only variables for which aliases are dynamically established. The call structure of a program is modelled by a directed multigraph, called a call graph, in which each edge corresponds to a call-site. Each edge is labelled with the tuple of actual parameters used at its call-site. The call graph may contain loops as recursion is permitted. Figure 1 illustrates the construction.

A call graph is assumed to satisfy the following requirements.

1. Every procedure is reachable, i.e., there is a path from MAIN to every procedure.
2. If $P \rightarrow Q$ (P calls Q) then Q is addressable by P, i.e., the father of Q is an ancestor of P in the nesting tree.

A simple consequence of (2) is that $P \rightarrow Q$ implies $GLOBAL[Q] \subseteq ADDRESS[P]$. A path in the call graph is called a call chain and represents a sequence of calls made in an execution of the program.

A program's execution involves two dynamic effects. Whenever a call is executed, a new activation of the called procedure R, is created. Each activation causes a new incarnation (instance) of each variable in LOCAL[R]-FORMAL[R] to be created. Recursion permits the simultaneous existence of many incarnations of the same variable -- a variable refers to its most recent incarnation. The following lemma determines when a variable addressed by two different procedures refers to the same incarnation.

Incarnation Lemma: Suppose $Q_0 \rightarrow Q_1 \rightarrow \cdots \rightarrow Q_n$ is a call chain. A variable $x$ refers to the same incarnation in both $Q_0$ and $Q_n$ iff $x \in (GLOBAL[Q_i] | i \geq 1)$.

This effect is called the SCOPE effect.

The other dynamic effect, called the ALIAS effect, is the aliasing of reference parameters to their actual parameters during the execution of an invocation. When $P \rightarrow R(f_1, \ldots, f_p)$ each $f_i$ is aliased to $a_i$; that is, $f_i$ is made to refer to the same incarnation that $a_i$ referred to in P. In general, two variables $x$ and $y$ are aliased along some call chain $p$, written $x \overset{p}{\sim} y$, if both $x$ and $y$ refer to the same incarnation after $p$ is traversed. Aliasing is an equivalence relation along a specific call chain. However, different call chains establish different aliasing relations. The form of these relations will be discussed in the next section.

The data flow problems analyzed in this paper require that every procedure's internal control structure is represented. Each procedure is modelled as a flow graph [Karp] with unique exit and entry vertices. These flow graphs are linked interprocedurally by calls into a super graph as follows. Suppose $E:P \rightarrow R$ is an invocation of R from call-site vertex CSITE[E] in procedure P's flow graph. The vertex, CSITE[E], is split into two vertices, CPOINT[E] and RPOINT[E]. All in-coming edges to CSITE[E] are in-coming edges to CPOINT[E] and a call edge is added from CPOINT[E] to the entry vertex of R. All out-going edges from CSITE[E] are out-going edges from RPOINT[E] and a return edge is added from the exit vertex of procedure R to RPOINT[E]. All other edges in the resulting super graph are called simple edges. For a call or return edge e, let INVOKE[e] be the invocation E in the call graph responsible for the creation of e.

Figure 2 depicts the construction.

The super graph model was chosen as it satisfies
FIGURE 2: MODELLING CALLS IN THE SUPERGRAPH

the criterion that any execution sequence of the program can be modelled as a path in the super-graph. Note, however, that not every path is an execution sequence, despite the assumption of precision up to symbolic execution. The propagative algorithms in the following sections will have to ensure that only execution paths are followed.

ALIASING SETS AND PARTITIONS

In this section the nature of the aliasing relation, \( \mathcal{R} \), induced by a call chain \( p: \text{MAIN} \rightarrow Q_1 \rightarrow \ldots \rightarrow Q_n \) is analyzed. As stated earlier \( \mathcal{R} \) is an equivalence relation on the variables in \( \text{ADDRESS}[Q_n] \). Let \( \pi_p \) be the partition of \( \text{ADDRESS}[Q_n] \) induced by \( \mathcal{R} \). Each component or equivalence class of the alias partition \( \pi_p \) is termed an alias set of \( Q_n \). By definition the variables in each alias set all refer to the same incarnation.

Let \( X \) be a set of variables and \( E \) denote the invocation \( Q_{n-1} = \ldots = Q_1 \rightarrow Q_{n+1}(f_1, \ldots, f_k) \). Define the incarnation propagation function, \( f_i \), as follows:

\[ f_i(X, E) = (X \cup \text{GLOBAL}[Q_{n+1}]) \cup \{ f_i \mid a_i \in X \}. \]

Note that \( f_i \) is monotonic and distributive in the argument \( X \). The utility of \( f_i \) is seen in the following theorem.

*Alias Theorem:* \( X \in \pi_p \iff f_i(X, E) \in \pi_p \cup f_i(X, E) = \emptyset. \)

This theorem gives the inductive basis needed to compute \( \pi_p \) for arbitrary \( p \). Given \( \pi_p \) and an invocation \( E \) from procedure \( Q_n \) to \( Q_{n+1} \), one can infer that

\[ \pi_p + E = (f_i(X, E) \cup X \in \pi_p \land f_i(X, E) \neq \emptyset) \]

or \( f_i(X, E) = \emptyset \).

Figure 3 illustrates the construction of several alias partitions for a simple program.

It is sufficient for algorithmic purposes to just know all the possible alias sets, \( \Sigma(Q) \), for each procedure \( Q \). Formally, \( \Sigma(Q) = \{X \mid \exists \text{call chain } p \text{ from } \text{MAIN} \text{ to } Q \text{ such that } X \in \pi_p \} \). All the alias sets can be found by initially stipulating that every singleton set \( \{X\} \) such that \( X \in \text{LOCAL}[Q] \) - FORMAL[Q] for some procedure \( Q \) is an alias set of \( Q \) and then repeatedly applying \( f_i \) to this basis and its offspring whenever possible until no new alias sets are generated. A work-list algorithm for this computation requires time \( O(\text{SET} \times \text{INVOKE} \times (\text{SET} \times \text{MAXF})) \)

where \( \text{SET} \) is the number of alias sets, \( \text{INVOKE} \) is the number of call-sites, and \( \text{MAXF} = \max_{p} (|\text{FORMAL}[P]|) \).

The \( O(\text{SET} \times \text{MAXF}) \) term comes from the cost of operating a hash table and computing \( f_i \). This term has \( O(1) \) expected behavior. Thus the total expected time is \( O(\text{SET} \times \text{INVOKE}) \). Note that \( \text{SET} \) is potentially as large as \( O(2^{\text{VAR}}) \) where \( \text{VAR} \) is the number of variables in the program.

INTER-PROCEDURAL DATA FLOW PROBLEMS

The framework for the inter-procedural live and avail data flow problems is obtained by annotating each vertex, \( v \), in the super-graph with two sets, \( \text{GEN}[v] \) and \( \text{KILL}[v] \), of tokens. For simplicity it will henceforth be assumed that the tokens are the variables of the program, although one should realize that the tokens could be the set of expressions in the program or some other program entity set. A
variable \( x \) is said to be generated at vertex \( v \) when \( x \in \text{GEN}[v] \), and \( x \) is killed at \( v \) when \( x \in \text{KILL}[v] \).

A rigorous formulation of these data flow problems involves some subtleties not found in their intra-procedural counterparts [Ken, Cocke]. First, a variable \( x \) can be live or available at a vertex \( v \) in procedure \( P \)’s flow graph, only when \( x \in \text{ADDRESS}[P] \). As stated earlier, not every path in the super graph represents an execution sequence. The second point then is that the path(s) in question must be an execution path(s).

The most complicating factor is the existence of aliases. When one asks if a variable \( x \) is live at a vertex \( v \), one is really asking a question about the incarnation to which \( x \) refers at \( v \). Thus the definition of live must involve the entire
execution path in question, including the part from the 
entry vertex of MAIN to the vertex v. The incar-
cation to which x refers is captured by the following 
notation. For an execution path p and variable x,
let $S_k(x, p)$ be the alias set of the alias partition 
established by p, which refers to the same incar-
nation that x most recently referred to in the execu-
tion of p. Such an alias set may not exist and in 
this case let $S_k(x, p) = \emptyset$. The notation $S_k(x, p) \subset 
S_k(x, v)$ asserts that the two alias sets refer to the 
same incarnation.

A formal definition of the live and avail data 
flow problems is now possible.

**INTER-PROCEDURAL LIVE:**

x is live at v if 
and x is address [procedure containing v] 
and 3 execution paths p: ENTRY[MAIN] = ... = $v_0(v)$ - 
$v_1$ = ... = $v_k$ 
such that $S_k(x, p_0) \cap GEN[v_0] = \emptyset$ 
and $S_k(x, p_0) \subseteq S_k(x, p_1)$ 
and $v_0 < n (S_k(x, p_1) = KILL[v_1] = \emptyset$ 
or $S_k(x, p_1) \neq S_k(x, p_0)$)

**INTER-PROCEDURAL AVAIL:**

x is avail a: v if 
and x is address [procedure containing v] 
and v execution paths p: $v_0(v)$ = ENTRY[MAIN] = ... = $v_k(v)$ 
3 i such that $S_k(x, p_0) \cap GEN[v_0] = \emptyset$ 
and $S_k(x, p_0) \subseteq S_k(x, p_1)$ 
and $v_0 < n (S_k(x, p_1) = KILL[v_0] = \emptyset$ 
or $S_k(x, p_1) \neq S_k(x, p_0)$).

The may and may summary data flow problems are 
concerned with summarizing the effects of a pro-
cedure's execution. Each vertex, v, of the super-

The may-summary problem has an efficient solu-
tion [Ban] because it does not depend on the intra-
procedural structure of a program. Ban has 
tered such problems flow insensitive. The remain-
ing three problems -- live, avail, and must-sum-
mary -- are all flow sensitive and are the focus of 
the remainder of the paper.

**COMPLEXITY OF THE PROBLEMS:**

The theory of NP-complete problems is well es-
established [GJ]. It is the consensus of the math-
ematical community that NP-complete problems do not 
have polynomial-time algorithms. The inter-
The complement of a problem is obtained by negating the problem statement. For example, the complement of avail, called co-avail, asks if a variable is not avail at a vertex. The co-avail and co-must problems are NP-complete. Hence, the avail and must-summary problems are said to be co-NP-complete [GJ].

To show that a problem is NP-complete it suffices to show that the problem is in NP and that a known NP-complete problem is polynomially transformable to it. The NP-complete problem used here is the classic 3-satisfiability problem [Cook]. One is given a set of variables X and a boolean expression E in 3-Conjunctive Normal Form on these variables. The problem is to determine whether E is satisfiable; that is, if there is a truth assignment to the variables in X for which E is true.

**Theorem:** The inter-procedural live data flow problem is NP-complete.

**Proof:** An arbitrary 3-satisfiability problem must be transformed into a live data flow problem. Suppose \( X = \{x_1, \ldots, x_n\} \) and the expression

\[
E = \bigwedge_{i=1}^{k}(x_{i1} \land x_{i2} \land x_{i3}) \quad \text{where} \quad x_{ij} \in X \cup \overline{X}.
\]

The data flow problem modelling \( E \) is depicted in Figure 4. It is asserted that \( E \) is satisfiable if and only if the variable \( T \) is live at the entry vertex of the main procedure \( P_0 \). \( \square \)

Similar proofs show that the avail and must-summary problems are co-NP-complete. Note that in the proof above, recursion was not employed. The presence of just the ALIAS effect makes these problems NP-complete. Moreover, the problems are polynomial if the SCOPE effect is considered in isolation. The problems are intractable in the presence of aliasing as there may be an exponential number of alias sets. (Note that this is true for Figure 4).

**THE ITERATIVE SOLUTION:**

In this section an iterative solution to the live data flow problem is presented and related to the theory of monotone data flow analysis frameworks. The avail and must-summary problems have similar solutions. The iterative solution employs an alias set framework in which alias sets are propagated instead of variables and in which a propagated alias set retains enough information about its propagation path to guarantee that only execution paths are followed.

In the alias set framework, the vertices of the super graph are annotated with sets of alias sets, \( SGEN(v) \) and \( SKILL(v) \) where

\[
SGEN(v) = (X \mid X \in \Sigma \text{procedure containing } v \quad \text{and } \quad X \cap GEN(v) \neq \emptyset)
\]

and

\[
SKILL(v) = (X \mid X \in \Sigma \text{procedure containing } v \quad \text{and } \quad X \cap KILL(v) \neq \emptyset).
\]

The entities that are propagated in this framework consist of ordered pairs, \( <X,E> \), called alias pairs. \( X \) is an alias set and the component \( E \), called the memory, is either an edge in the call graph or the special symbol '*'. Instead of finding the relation "live," the special relation "alias live" is desired and is defined as follows - -

**ALIAS LIVE:**

\( <X,E> \subseteq SLIVE[v] \) (reads as "\( <X,E> \) is alias live at vertex \( v \)"") iff

3 execution path \( p : ENTRY[MAIN] \rightarrow \ldots \rightarrow v_0(=v) \rightarrow v_1 \rightarrow \ldots \rightarrow v_n \)

and variable \( x \) such that

\[
x = S_A(x,p_0)
\]

and \( x \) is live at \( v \) on path \( p \)
and

\[ E = \begin{cases} \text{INVOKEx}_{k-1\to k} & \text{for } k = \min \{ \text{CE}[p_{Qj}] < \text{RE}[p_{Qj}] \}^+ \\ \text{if } k \text{ exists} \\ \ast & \text{otherwise} \end{cases} \]

\^Note: CE[p_{Qj}] = \text{the number of call edges on the subpath of } p \text{ from } v_0 \text{ to } v_j \\
RE[p_{Qj}] = \text{the number of return edges.}

The introduction of the memory component is necessitated by the requirement that propagation is along execution paths only. From the definition of E above, it follows that for any edge e from w into v, e=p_{Qj} is an execution path if and only if e is not a call edge or E e (*,INVOKEx[e]). It should be clear that this observation provides the necessary leverage.
The relation between the alias live and live problem is expressed in the following simple theorem.

**Theorem:** \( \text{LIVE}(x) = \{ x \mid x \in \text{SLIVE}(v) \} \)

The iterative solution employs a function \( I_v \) which maps a super graph vertex into a set of alias pairs and a function \( P_v \) which maps a set of alias pairs and a super graph edge into another set of alias pairs. The main theorem is --

**Alias live Theorem:** \(<x, e \in \text{SLIVE}(v) \iff \exists \text{ path } p:v \rightarrow v_1 \rightarrow \ldots \rightarrow v_n \text{ such that } F_0 \circ P_v \circ I_v(v) \subseteq p \>

The functions \( I_v \) and \( P_v \) are given in Figure 5 below.

\[
I_v(v) = (\langle x, \ast \rangle \mid x \in \text{SGEN}(v))
\]

\[
P_v(v, e) =
\]

1. For simple edges:
   \[
   \langle x, e \rangle \mid x \notin \text{SKILL}(v) \quad \text{and} \quad \langle x, e \rangle \in \text{L}
   \]

2. For return edges \( e \) corresponding to call graph edge \( F \):
   \[
   \langle x, F \rangle \mid x \notin \text{SKILL}(v) \quad \text{and} \quad \langle x, F \rangle \in \text{L}
   \]

3. For call edges \( e \) corresponding to call graph edge \( F \):
   \[
   \langle x, F \rangle \mid x \notin \text{SKILL}(v) \quad \text{and} \quad ((x = x \text{ and } 3x, x, e \iff x = f_i(x, F)) \text{ or }
   \]
   \[
   
   \quad \langle x, F \rangle \in \text{L} \quad \text{and} \quad 3x, x, e \iff x = f_i(x, F))
   \]

**FIGURE 5: PROPAGATION FUNCTIONS \( I_v \) AND \( P_v \)**

The alias set framework for the live problem can be viewed as an instance of a distributive monotonic data flow analysis framework [Kildall]. The lattice consists of the set of all sets of alias pairs of the program with the meet operator being set union.

\[
\begin{align*}
\text{P}_v(x, p) & = P_v(P_v(\ldots(P_v(x, v_n, \ldots, v_1) \cup v_0) \cup v_0)) \\
\end{align*}
\]

The operation space consists of the functions \( F_p \)

where for

\[
p = v_0 \rightarrow v_1 \rightarrow \ldots \rightarrow v_n
\]

\[
F_p(x) = F_v \circ v_1 \circ (\ldots(F_v \circ v_n(x)) \ldots)
\]

and

\[
F_{v, w}(x) = P_v(x, v \rightarrow w) \cup I_v(v).
\]

The alias live theorem asserts that the solution to the alias live problem is the meet over all paths (MFP) solution. That is, \( \text{SLIVE}(v) = \cup \{ F_p(v) \mid p \text{ is a path from } v \text{ to } \text{EXIT} \} \). The distributive property of \( P_v \) implies that the MFP solution is also the minimum fixed point (MFP) solution to the set of equations --

\[
\text{SLIVE}(v) = \cup \{ F_{v, w}(v) \mid \text{SLIVE}(v) \}
\]

The MFP exists as the lattice is finite and \( P_v \) is a monotonic function.

**AN EFFICIENT ALGORITHM:**

The fact that the alias framework is a monotone data flow analysis framework allows one to employ Kildall's general algorithm in solving the live data flow problem. However, a better algorithm is presented.

The first improvement involves reducing the number of alias sets, \( \text{SET} \). Let \( \text{OCURRENCE}(P) \) be the set of variables that occur in the code part of \( P \).

Let \( \text{REL}(P) \) be a collection of sets of variables, \( \text{REL}(P), \) one for each procedure \( P \) in the program.

**Definition:** \( P_{\text{REL}} \) is a pruning system if

1. \( V \in (\text{REL}(P) \cup \text{OCURRENCE}(P)) \)
2. \( V \) is closed -- \( \text{REL}(P), \text{P,n} \quad \text{and} \quad F_{v, (\text{ADDRESS}(P), P,n)} \quad \text{REL}(P) \)

The importance of pruning systems is that whenever \( X \) is an alias set in \( \text{SET}(P) \) one may the pruned alias set \( X \cap \text{REL}(P) \), in lieu of \( X \) as \( X \cap \text{REL}(P) \)

\[
\text{SET}(P) = \text{SET}(P) \cap \text{REL}(P)
\]

and the relevant portion of \( X \) is retained under the mapping \( F_v \) (condition (2)).
In fact, if one lets $f^{\text{REL}}(X,P,R) = f^{\text{I}}(X,P,R) \cap \text{REL}[P]$, the monotonicity of $f^{\text{I}}$ implies that $f^{\text{REL}}(X;\text{REL}[P],P,R) = f^{\text{I}}(X,P,R) \cap \text{REL}[R]$. Thus the mapping $f^{\text{REL}}$ has the special property that a pruned alias set’s image under $f^{\text{REL}}$ is the pruned image of the alias set. Thus, as in the previous section, one may compute all the pruned alias set of a program directly using $f^{\text{REL}}$.

The optimal pruning system for a program consists of the sets

$$\text{OPT[P]} = \text{OCCUR[P]} \cup \{ x \| \exists \text{call chain } p; Q_0^* \ldots \rightarrow Q_n \text{ such that } x \in \text{OCCUR}[Q_n] \text{ and } x \in \cap \{ \text{GLOBAL}[Q_i] \| i \geq 1 \} \}.$$ 

The $P^{\text{OPT}}$ pruning system is optimal in that it consists of the smallest possible sets. The $\text{OPT}$ sets are the minimum fixed points of the system of equations

$$\text{OPT[P]} = \cup \{ \text{GLOBAL[R];OPT[R] || P,R} \cup \text{OCCUR[P]} \}.$$ 

A round-robin [H] solution to this problem requires time $O(\text{INVOKE}^2)$ where INVOKE is the number of edges in the call graph.

The number of pruned alias sets for the $P^{\text{OPT}}$ system is expected to be much smaller than the number of alias sets. In practice, the number SET is expected to be $O(\text{VAR})$ when the $P^{\text{OPT}}$ system is employed. This expectation arises from the assumption that in practice OCCUR[P] rarely contains elements which are aliased.

The second improvement, stems from taking advantage of certain special properties of the propagation function $P_L$. Suppose an alias pair $<X,E>$ is alias live at a vertex $v$. The alias pair is said to be free at $v$ if $E = *$ and restricted at $v$ otherwise. The first observation is that all restricted alias pairs at vertices within a given procedure $P$ were propagated from the exit vertex of $P$. This common origin for restricted alias pairs implies that the propagation of all restricted alias pairs with the same alias set can be accomplished by propagating just the alias set and an associated vector of memory components. This factorization reduces the problem to one of propagating the alias sets of each free and restricted alias pair. These representative alias sets are called the factored alias pairs.

Suppose there is a free and a restricted alias pair at a vertex $v$ for which the alias sets are identical. From the properties of $P_L$ it follows that wherever the restricted alias pair is subsequently found to be alias live, the free alias pair will also be alias live. Thus the second observation is that free alias pairs superecede restricted alias pairs whenever they meet at a vertex.

These observations lead to a significant performance increase as there are at most $O(\text{SET})$ factored alias pairs as opposed to the $O(\text{SET}\times\text{INVOKE})$ collection of alias pairs. A work-list algorithm employing this propagative scheme runs in time

$$O(\text{VERTEX}\times\text{ANOTATE}\times\text{INVOKE}^2; \text{SET}_p(\text{EDGE}_p+\text{MAXS}))$$

where

- $\text{VERTEX} = \text{the number of super-graph vertices}$.
- $\text{ANOTATE} = \text{the sum of the cardinalities of every GEN and KILL set}$.
- $\text{SET}_p = \text{the number of pruned alias sets of procedure } P$.
- $\text{EDGE}_p = \text{the number of super graph edges whose head vertices are in } P\text{'s flow graph}$.
- $\text{MAXS} = \text{the cardinality of the largest pruned alias set}$.

Note that the parameters $\text{SET}_p, \text{EDGE}_p,$ and $\text{MAXS}$ tend to remain constant (or grow quite slowly) as program size increases as procedure size tends to
remain constant.

A round-robin algorithm utilizing this approach has a time bound of \( O((R+2)*(\text{EDGE}+\text{SET}+\text{INVOKE})) \) where \( \text{EDGE} \) is the number of simple edges in the super graph and \( R \) is the loop interconnectedness parameter of the super graph. However, this bound applies only when the super graph is reducible -- a requirement which may not hold very often. If the super graph is irreducible the \( R+2 \) term becomes \( \text{EDGE} \). The round-robin approach is highly parallel in its operation and works well as long as there is not a small core of factored alias pairs which are reticent to stabilize. Empirical studies are needed to determine which of the two approaches -- round-robin or work-list -- is superior.

CONCLUSION:

The live, avail, and must summary data flow problems have been shown to be theoretically intractable in the inter-procedural context. Despite this, an iterative approach was developed to solve each problem which fit into the domain of monotone data flow analysis frameworks. A practical algorithm was then presented in which the degree of exponentiality was reduced to manageable levels. A work-list implementation of this algorithm was seen to have a worst case time bound of \( O(\text{VERTEX}+\text{ANNOTATE}+\text{INVOKE}+\sum_{p} \text{SET}_{p}+(\text{EDGE}+\text{MAX})) \). Empirical studies are needed to determine the effectiveness of this approach. In particular, how large is \( \text{SET}_{p} \) in practice? How effective are the OPT pruning sets? How does performance vary with program size? Manual studies indicate a reasonable outcome.

The space requirement for the algorithm is \( O(\text{PROC}+\text{VAR}+\text{SET}+\text{INVOKE}+\text{VERTEX}+\text{EDGE}) \). The super graph is a large structure. It would be convenient to be able to arrange the solution so that it worked on a procedure at a time, thus removing the necessity of having the entire super graph in core at one time. Such an approach is possible, but it is not yet clear whether it is practical, due to the space-time tradeoff required. Another option for reducing the space requirement is to compute \( f_{\text{OPT}}^{-1} \) and \( f_{\text{OPT}} \) on the fly, thus removing the \( C(\text{SET}+\text{INVOKE}) \) tables. Again the space-time tradeoffs appear to be severe.

Another interesting consideration is the integration of this scheme into data flow problems including additional features such as parallelism and pointer data types.
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