in MT (minus end) focusing at the cell center. These included lack of fusion of MT overlap regions and features indicative of MT minus-end localization at the cell periphery, such as MT growth from the cell end inward and MT depolymerization (“shrinking”) all the way to the cell tip (Fig. 3F). klp2Δ cells also displayed decreased IMA stability. Although the frequencies of IMA nucleation and fusion in klp2Δ cells were similar to those in the wild type, the frequency of IMA “separation” and catastrophe was increased by a factor of 3 in klp2Δ cells (0.20 events/min and 0.26 events/min, respectively; Fig. 4A) (table S1). In addition, IMAs in klp2Δ and wild-type cells were unstable in the presence of the MT-depolymerizing drug carbendazim (MBC) but, unlike in control cells, the number of MBC-stable MT remnants in klp2Δ cells decreased with time of exposure to the drug (Fig. 4B), and IMAs reassembled after drug removal frequently failed to occupy the whole cell length (Fig. 4C).

To determine whether Klp2 was involved in the generation of uniformly polarized MTs, we examined the movement of the GFP-labeled cell end marker Tea1 in wild-type and klp2Δ cells. Tea1 particles associate with MT plus ends and travel outward from the cell center (1, 14, 18), and so act as a marker of MT polarization. In kymographs of wild-type cells, 90% of Tea1-GFP moved outward and 10% inward (231 particles, 25 cells; Fig. 4D), indicating a factor of 9 excess of MT plus-end orientation toward the cell tips. In klp2Δ cells, the corresponding values were 75% outward and 25% inward (310 particles, 24 cells; Fig. 4D), indicating only a factor of 3 excess of MT plus-end orientation toward the cell tips. In klp2Δ cells, many patterns in biological systems depend on the exchange of chemical signals between cells. We report a spatiotemporal pattern mediated by hydrodynamic interactions. At planar surfaces, spermatozoa self-organized into dynamic vortices resembling quantized rotating waves. These vortices formed an array with local hexagonal order. Introducing an order parameter that quantifies cooperativity, we found that the array appeared only above a critical sperm density. Using a model, we estimated the hydrodynamic interaction force between spermatozoa to be ~0.03 piconewtons. Thus, large-scale coordination of cells can be regulated hydrodynamically, and chemical signals are not required.

We found that the spermatozoa of sea urchins (Stronglylocentrotus droebachiensis and S. purpuratus) self-organize at high surface densities into an array of vortices in the presence of planar surfaces (Fig. 1, A and B, and movies S2 and S3 (3)). At a density of 6000 cells/mm², each vortex contained 10 ± 2 spermatozoa (mean ± SD) circling clockwise (observed from inside the water phase) around a common center (Fig. 1, C to F). The circular paths had a radius of R =
Furthermore, the bond-angular correlation or crystalline (indicating the absence of long-range order. (10) pattern, making these systems amenable for regulation (10). We therefore analyzed the unexpected vortex array of spermatozoa to understand its underlying physical cause and to determine its possible relevance for related biological processes.

The vortex array reflected two levels of order: a clustering of spermatozoa into vortices and a packing of these vortices into an array. We assessed the packing order of the vortex array by measuring various correlation functions of the vortex centers. The pair-correlation function and the triplet-distribution function (11) revealed a local hexagonal order with an average vortex spacing of 49 ± 9 μm (Fig. 2). Furthermore, the bond-angular correlation function (12) showed an exponential decay indicating the absence of long-range order. Thus, the array is liquidlike rather than hexatic or crystalline (12).

We asked how the spermatozoa within a vortex influence each other (Fig. 3A and movie S4). Interactions could lead to changes in the circulating radius, the swimming velocity, or the beat frequency. However, within experimental errors, we found no differences in these parameters whether spermatozoa were in a vortex or isolated. Instead, we did find a particular form of synchronization of the beating patterns of spermatozoa within a vortex: We described each spermatozoon by two variables: (i) the phase of the oscillation of the head during the beat of the spermatozoon, φ(t) [this oscillation is driven by and has the same frequency as the oscillation of the tail (Fig. 3B)] and (ii) the angular position of the head in its trajectory around the vortex, Φ(t) (Fig. 3C). No correlation in Φ(t) between any two spermatozoa in the same vortex was found. The same was true for φ(t). Hence, spermatozoa within a vortex swim at different speeds and beat at different frequencies. However, there is a strong correlation between the differences Δφ(t) and ΔΦ(t) between pairs of spermatozoa in the same vortex (Fig. 3, D to E). This implies, for example, that if one spermatozoon swims twice as fast as another then it also beats at twice the frequency. Thus, locally the tails are beating in synchrony and a trailing spermatozoon follows in the wake of the leading one. Because the spermatozoa swim in closed circular paths, there must be an integral number of wavelengths along the circumference of the vortex. The slope, ΔΦ/Δφ, was 4.2 ± 0.2 (Fig. 3E), consistent with a wave number of 4, which is determined by the geometry of the vortex: Dividing the circumference of the swimming path (2πR, R = 11.6 ± 3.0 μm for this particular vortex) by the beat wavelength on the sperm tail (λ = 17.6 ± 1.3 μm; along the curved centerline of the flagellar waveform, not along the arc length of the tail) gives 4.1 ± 1.4. Thus, hydrodynamic coupling of the sperm tails within a vortex leads to a quantized rotating wave with wave number 4 (Fig. 3F). This rotating wave is a generalization of the synchronization of the beats of spermatozoa swimming close to one another (13–15). Furthermore, it is related to the three-dimensional (3D) metachronal waves observed on the surfaces of ciliates and ciliated epithelia, which are important for swimming motility and the movement of mucus, where hydrodynamic interactions are also thought to play an important role (16, 17).

![Fig. 1](image1)

Fig. 1. Circulating spermatozoa form a 2D array of vortices. (A) Dark field-contrast image (single frame) showing the heads of sea urchin spermatozoa (S. droebachiensis) at a surface density of 6000 cells/mm². (B) The average intensity of 25 consecutive frames shows an arrangement of rings, each corresponding to a vortex of ~10 spermatozoa. (C to E) Successive frames of a phase-contrast movie showing nine spermatozoa swimming clockwise (arrow) within a vortex. (F) Average of 25 frames similar to (C) to (E) giving a magnified view of the vortices shown in (B). Frame rate, 17 frames per second (fps).

![Fig. 2](image2)

Fig. 2. The vortex array is liquidlike with local hexagonal order. (A) Pair-correlation function and (B) triplet-distribution function of the vortex centers. Insets illustrate how these functions were calculated. Arrows denote position and relative weight of the maxima for an ideal hexagonal lattice. Solid fit-lines were obtained by convoluting these maxima with Gaussians whose standard deviations increase linearly from the origin. Error bars show mean ± SEM. a.u., arbitrary units.
How is the vortex array formed? Because we did not observe vortex arrays at low sperm surface densities, we suspected that density might play a role in the self-organization process. To quantify the order at the different densities, we defined an order parameter $\chi$ as follows. The binary images of each movie showing only sperm heads were summed such that each pixel value in the resulting image was proportional to the number of different spermatozoa that swam over that pixel (Fig. 4A) (3). If the swimming paths of different spermatozoa were uncorrelated, then these pixel values would be binomially distributed. However, if spermatozoa accumulated in a vortex they would trail each other and the distribution would differ from a binomial one because low and high pixel values (corresponding to centers of the vortices and swimming trails, respectively) would be overrepresented (Fig. 4B). In this case, the variance of the measured distribution ($\sigma_m^2$) will be larger than that of the binomial distribution ($\sigma_b^2$). This motivated our definition of the order parameter $\chi = (\sigma_m^2/\sigma_b^2) - 1$, which had the expected properties: zero for a random configuration, and greater than zero if spermatozoa shared similar swimming paths. The value of $\chi$ depended on the average number of spermatozoa per vortex and how well the centers of their circular swimming paths colocalized. $\chi$ was a robust measure for the correlation among the objects and was related to the pair-correlation function [supporting online material (SOM) text]. Furthermore, $\chi$ required no labor-intensive object tracking, and hence it might be useful for quantifying order in other spatiotemporal patterns involving tracks of multiple particles or signals such as intracellular organelle transport (18) or ant trails (19).

We measured the order parameter $\chi$ for various sperm surface densities (Fig. 4C) and found a rapid change in the slope of the curve at ~2500 cells/mm² (fitting a Hill equation revealed a cooperativity factor of 5). This suggested a bifurcation separating a disordered and an ordered regime: one where the swimming paths of the spermatozoa were random and one where the correlation among the swimming paths increased, reflecting an increasingly pronounced vortex array.

To support this interpretation and to gain insight into the physical mechanisms underlying the pattern formation, we propose a simplified model. Each spermatozoon is represented by a point particle located at the

Fig. 3. Hydrodynamic coupling among spermatozoa within a vortex leads to quantized rotating waves. (A) Position and orientation of seven sperm heads (colored dots) within a vortex were traced. Frame rate, 250 fps. (B) The phases of the head oscillation were represented with circling pointers (arrow of clock, $\phi$). (C) Angular positions of sperm heads within the vortex were projected onto a unit circle (center of clock, $\Phi$; the reference frame for $\phi$ changes with $\Phi$) (3). (D) Histogram of phase differences $\Delta \phi$ versus $\Delta \Phi$ among any pair of spermatozoa over the observation time (color coding shows relative frequency). (E) In each $\Delta \Phi$ channel (D), the circular mean was obtained (errors contain 95% of the density). Linear fit (red line) $\Delta \phi = (4.2 \pm 0.2) \times \Delta \Phi + (-0.7 \pm 0.4)$ corresponds to a quantized wave with wave number 4 (errors denote 68% confidence in fit parameters). (F) Illustration of the dynamics. While the spermatozoa swim around the vortex, their heads and tails oscillate. These oscillations couple hydrodynamically and form a quantized rotating wave [similar to (A)].

Fig. 4. The vortex array formation depends on a critical sperm density as supported by a model. (A) Summed-up images of a binary movie showing only sperm heads used for the calculation of the order parameter $\chi$ (3). Colors correspond to the number of spermatozoa that were swimming over each pixel. Frame rate, 17 fps. (B) Example of the expected binomial distribution (blue) versus the measured distribution (red) in (A) from which the variances $\sigma_b^2$ and $\sigma_m^2$ were obtained. (C) Dependence of $\chi$ on the density of spermatozoa (black crosses). The transition occurs at a sperm density of about ~2500 spermatozoa per mm² (red lines were inserted for visual guidance). $\chi$ obtained with the model is given as green diamonds. Asterisk and arrowhead denote data presented in (A) and (B) and in (E) and (F), respectively. Error bars show mean ± SD. (D) Sketch of the radial pair-interaction potential $V$ used in the model with its repulsive and attractive components. $R$ is the circling radius of the spermatozoon. (E) Result of a simulation with point particles (3). The hexagonal arrangement of clusters containing about 10 particles is apparent. (F) Average of a simulated movie generated from (E). It resembles Fig. 1B.

\[ \chi = \frac{\sigma_m^2}{\sigma_b^2} - 1 \]

Error bars show mean ± SD. (D) Sketch of the radial pair-interaction potential $V$ used in the model with its repulsive and attractive components. $R$ is the circling radius of the spermatozoon. (E) Result of a simulation with point particles (3). The hexagonal arrangement of clusters containing about 10 particles is apparent. (F) Average of a simulated movie generated from (E). It resembles Fig. 1B.
center of its circular swimming path. These particles move randomly with an apparent diffusion coefficient of \( D = 9.0 \pm 2.0 \, \mu m^2/s \), measured for isolated spermatozoa. A short-range pairwise attraction, arising from the hydrodynamic forces leading to the observed synchronization (20), and a longer range repulsion, which could be of steric or hydrodynamic origin (21), are assumed (Fig. 4D). Although one cannot describe circular flow by a potential (22), the important features of the observed pattern are captured by our model.

Stochastic simulations of this model (SOM text) also revealed two regimes: a random distribution of particles at low densities with a transition toward a hexagonal array of clusters at a critical particle density (Fig. 4E). Assigning to each particle a spermatozoon circling around that position, we generated simulated movies (3) mimicking the experimental observation (Fig. 4F versus Fig. 1B). Moreover, the order parameter \( \chi \) computed for different simulated sperm densities agreed with the experimentally observed dependency (Fig. 4C). Our numerical results were further supported by a 1D mean-field analysis (SOM text), which indicated the existence of a supercritical pitchfork bifurcation at a critical sperm density (23). This critical density was proportional to the interaction strength and inversely proportional to the diffusion coefficient, the latter being associated with the noise in the system. This analysis demonstrates how the activity of biological processes can be regulated by critical points or bifurcations. For example, ciliary metachronal waves (16, 24) might be switched on and off by small physiologically controlled changes of the activity of the individual cilia, thereby tuning the critical density for the onset of the metachronal wave.

The only free parameter in our model was the ratio of the maximum interaction potential to the drag coefficient, \( V_f/\gamma = 5 \, \mu m^2/s \), which was chosen to match the critical density (Fig. 4C). This allowed us to estimate the interaction force between two spermatozoa \( F_{int} = |\text{grad}(V')| = (V_f/\gamma) \times \gamma/R = 0.03 \, \text{pN} \) (using \( R = 13 \, \mu m \) and \( \gamma = 0.07 \, \mu \text{m/s/m} \) from above). This force is about 1% of the forward propulsion force of spermatozoa \( F_{soc} \sim 5 \, \text{pN} \) (25). Although this hydrodynamic interaction force is smaller than typical adhesion forces involved in sperm cooperation (26), it is evidently large enough to coordinate the cells and to regulate large-scale pattern formation in the absence of chemical signals (27).
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Inferential Structure Determination

Wolfgang Rieping,* Michael Habeck,* Michael Nilges†

Macromolecular structures calculated from nuclear magnetic resonance data are not fully determined by experimental data but depend on subjective choices in data treatment and parameter settings. This makes it difficult to objectively judge the precision of the structures. We used Bayesian inference to derive a probability distribution that represents the unknown structure and its precision. This probability distribution also determines additional unknowns, such as theory parameters, that previously had to be chosen empirically. We implemented this approach by using Markov chain Monte Carlo techniques. Our method provides an objective figure of merit and improves structural quality.

A major difficulty in the determination of three-dimensional macromolecular structures is that experimental data are indirect. We observe physical effects that depend on the atomic geometry and use a forward model to relate the observed data to the atomic coordinates. For example in nuclear magnetic resonance (NMR), the intensity \( I_i \) of peaks in nuclear Overhauser effect spectroscopy (NOESY) data is proportional to the inverse sixth power of the distance \( d_i \) of two spins: \( I_i = n d_i^{-6} \). This isolated spin pair approximation (ISPA) involves an unknown scaling factor \( g \). It seems straightforward to obtain the structure in the example: simply use the observed intensities to calculate sufficient distances to define the structure.

In realistic applications, this approach runs into difficulties. One problem is that the forward model is usually inherently degenerate, meaning that different conformations can lead to the same observations and therefore cannot be distinguished experimentally, and even a formally invertible forward model is practically degenerate if the data are incomplete. A further complication is that there are uncertainties in both the data and the forward model: Data are subject to experimental errors, and theories rest on approximations. Moreover, the forward model typically involves parameters that are not measurable. Algorithms for structure calculation from x-ray reflections, NMR spectra, or homology-derived restraints should account for these fundamental difficulties in some way.

Structure determination in general is an ill-posed inverse problem, meaning that going from the data to a unique structure is impossible. However, the current paradigm in structure calculation is to attempt an inversion of the forward model. Most algorithms minimize a hybrid energy \( E_{\text{hybrid}} = E_{\text{phys}} + E_{\text{data}} \).