
Chapter 6
Methods to Detect and Associate
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to Phenotypic Divergence
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Abstract Understandingwhich genomic changes are responsible formorphological
differences between species is a long-standing question in biology. While evolu-
tionary theory predicts that morphology largely evolves by changing expression of
important developmental genes, finding the underlying regulatorymutations is inher-
ently difficult. Here, we discuss how the integration of comparative and functional
genomics has provided valuable insights into the regulatory changes involved inmor-
phological changes. By comparing genomes of species exhibiting differences in a
morphological trait, comparative genomic methods enable the systematic detection
of regulatory elements with divergence in sequence or transcription factor binding
sites. To narrow this set of diverged elements down to those that likely contribute to
differences in the trait of interest, one can leverage knowledge about gene function
to assess which elements are associated with genes known to control the develop-
ment of this trait. In addition, functional genomics can further prioritize diverged
genomic regions based on overlap with experimentally determined regulatory ele-
ments that are active in tissues relevant for the trait. Further experiments can then
evaluate whether sequence or binding site divergence translates into regulatory dif-
ferences and affects the development of the trait. Thus, combining comparative and
functional genomic approaches provide a widely applicable strategy to reveal reg-
ulatory changes contributing to morphological differences, which will enhance our
understanding of how nature’s spectacular phenotypic diversity evolved.
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6.1 Introduction

The diversity of life forms is one of the most fascinating aspects of biology. The
different shapes of the vertebrate limb, the breathtaking diversity of marine inverte-
brates, and many modifications of body plans in fish are only a few examples of the
extent to which the evolutionary process shaped morphology. The question of how
this diversity arose is a long-standing question in biology. With recent technologi-
cal advances in genetics and genomics, we are now better equipped to investigate
which changes in the genomes are responsible formorphological differences between
species.

Morphology is established during development and involves genes controlling
the growth and patterning of different parts of the body. Most genes involved in
development are highly pleiotropic, that is, they regulate multiple developmental
processes. These genes often code for transcription factors or other signaling proteins
that play central roles in various gene regulatory networks that govern the formation
of different body structures. Because these high-level regulators are involved in
making several structures, they have to be expressed at many tissues and timepoints
in the developing embryo.

The specificity in expression is given by cis-regulatory elements (CREs), which
directly control the transcriptional output of the gene in a spatial and temporal man-
ner (Davidson et al. 2003; Howard and Davidson 2004). CREs can be promoters,
enhancers, silencers, and insulators. While promoters are located in close proximity
to the gene’s transcription start site, enhancers, silencers, and insulators can be located
far from the gene they regulate and can be located upstream or downstream of the
transcription start site. CREs are characterized by the presence of shorter sequences
to which transacting DNA binding proteins, or transcription factors (TFs), bind to.
The binding of specific combinations of transcription factors results in the activation
or repression of transcription. Distal CREs such as enhancers and silencers are often
modular and independently regulate gene expression in specific tissues or develop-
mental timepoints (Davidson et al. 2003; Howard and Davidson 2004).

Given that morphology is established during development, evolutionary changes
in morphology typically require changes affecting developmental genes. Conceptu-
ally, such changes can be due to mutations in the protein-coding sequence, leading
to changes in protein function, or mutations in the associated regulatory elements
that alter the expression pattern of these genes. Coding mutations in pleiotropic
developmental genes would likely have widespread effects on development, which
is often deleterious for the organism. In contrast, regulatory mutations in modular
CREs can have smaller-scale effects, i.e., expression of its target gene would only
be altered in a specific tissue or timepoint. The relative contribution of mutations in
coding regions and CREs to the evolution of morphology has been the focus of a
long-standing debate (Carroll 2008; Wittkopp et al. 2004; Wray 2007), and there are
clear examples showing that both coding and regulatory mutations contribute to mor-
phological differences (Stern and Orgogozo 2008; Burga et al. 2017; Sharma et al.
2018). However, the general difference in the degree of pleiotropy of developmental
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genes and the modular CREs that control their expression predicts that morphology
largely evolves by changes in the CREs, affecting gene expression patterns.

While there is strong support thatmanymorphological changes are associatedwith
spatial or temporal shifts in gene expression patterns, finding the underlying genomic
changes in CREs is challenging. Many examples where morphological differences
have beenmechanistically linked to changes in CREs come from comparative studies
between Drosophila species. Among those are a variety of abdominal and wing
pigmentation patterns that are due to mutations in CREs regulating the yellow gene
(Gompel et al. 2005; Prud’homme et al. 2006;Wittkopp et al. 2002), the loss of dorsal
cuticular hairs in larvae ofDrosophila sechellia that is a result of changes in CREs of
the shavenbaby gene (Frankel et al. 2011;McGregor et al. 2007), and the evolution of
additional sex combs in the legs and loss of part of the sensory bristles in the genitalia
ofDrosophila santomea that is due to a single nucleotide substitution in an enhancer
of the scute gene (Nagy et al. 2018). Changes in CREs are also associated with
vertebrate morphological evolution. One example is the diversification of artiodactyl
digit patterns, which arose by changes in a CRE regulating the sonic hedgehog
receptor gene Ptch1 (Lopez-Rios et al. 2014). A second example is the loss of limbs
in snakes, which is associated with deletions in a crucial enhancer that regulates
the sonic hedgehog morphogen in the developing limbs. Snake-specific deletions of
TF binding sites (TFBS) in this enhancer result in reduced enhancer activity, which
provides an explanation for the reduced expression of this key limb patterning factor
in snakes (Kvon et al. 2016; Leal and Cohn 2016). Complete CRE deletions can
also change morphology. Loss of pelvic spines in freshwater stickleback fish species
is due to recurrent deletions of a pelvic enhancer regulating Pitx1, which abolishes
expression of this developmental transcription factor in the pelvic region and leads to
the loss of pelvic spines (Chan et al. 2010). Finally, as detailed below, the evolution
of several human-specific traits is linked to the loss of enhancers (McLean et al.
2011).

While these examples highlight the importance of CRE changes to the evolution
of morphology, there are many other morphological changes for which the under-
lying genetic cause has not been identified yet, despite observations that expression
differences in developmental genes are involved. Prominent examples include shifts
in the expression domains of Hox genes, which pattern the anterior-posterior (AP)
axis. In crustaceans, AP shifts in the expression domain of ultrabithorax result in
the modification of locomotor into feeding appendages (Averof and Patel 1997). In
snakes, an anterior expansion of the expression domain of HoxB and HoxC genes
is associated with the homeotic transformation of the cervical region toward a tho-
racic identity, resulting in the absence of forelimbs (Cohn and Tickle 1999). There
are several other examples of divergent limb morphologies within vertebrates that
are associated with expression changes of key developmental factors. For example,
spatial and temporal changes in expression of many limb patterning genes in the
developing hindlimb buds of cetaceans are associated with an arrested development
and regression of hindlimbs (Thewissen et al. 2006), Shh expression changes are
associated with digit reductions in lizards (Shapiro et al. 2003), and changes in Fgf8,
Shh, and Ptch1 expression in bat wings are associated with digit lengthening and
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the extension of interdigital webbing (Hockman et al. 2008). Finally, the variety of
beak sizes and shapes in Darwin finches is linked to different expression patterns of
the Bmp4 gene (Abzhanov et al. 2004). While these morphological differences are
associated with spatial and/or temporal expression shifts of relevant developmen-
tal genes, the genomic changes that underlie the expression changes of these genes
remain largely unknown.

We are nowwitnessing a genomics revolution that can help to identify the genomic
changes responsible for morphological changes. Technological and methodological
advances are facilitating the acquisition of high-throughput data for an increasing
number of species, allowing for large-scale comparative genomic analysis. Further-
more, experimental approaches using high-throughput sequencing enable an in-depth
profiling of cell/tissue-specific regulatory landscapes. In this chapter, we discuss how
integrating comparative and functional genomics can be a powerful approach to iden-
tify the genomic basis of morphological evolution. In the following, we first present
a brief overview of computational and functional approaches for genome-wide iden-
tification of CREs. Then, we describe how comparative methods can use this data
to quantify CRE divergence and to associate divergence patterns to morphological
differences.

6.2 Methods to Identify CREs

Approaches to identify CRE candidates genome-wide can be mainly divided into
computational and experimental methods. It is important to note that each approach
has their strengths and intrinsic biases; therefore, combining different methods pro-
vide a more complete picture of the regulatory landscape. In-depth information on
each of the methods can be found in a number of reviews (Wasserman and Sandelin
2004; Hardison and Taylor 2012; Kleftogiannis et al. 2016; Bell et al. 2011; Pennac-
chio and Rubin 2001; Li et al. 2015; Noonan and McCallion 2010; Shlyueva et al.
2014; Yip et al. 2013; Aerts 2012; Schmitt et al. 2016).

6.2.1 Computational Identification of CREs

1. Evolutionary conservation

Predicting CRE candidates based on evolutionary conservation relies on the fact that
functional genomic sequences often evolve under purifying selection, that is, dele-
terious mutations affecting the function of such sequences negatively affect fitness
and are less likely to be fixed in the population. As a result, functional genomic
regions accumulate fewer mutations compared to other non-functional regions of the
genome. This principle is exploited in phylogenetic footprinting approaches (Tagle
et al. 1988) that compare genomes of many species to identify functional genomic
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regions (Lindblad-Toh et al. 2011). While conserved genomic regions overlapping
coding exons are likely constrained to preserve the encoded protein sequence, con-
served sequences in non-coding parts of the genome, referred here as conserved
non-coding elements (CNEs), can reliably reveal CREs (Hardison 2000; Pennac-
chio and Rubin 2001; Woolfe et al. 2005), in particular, when non-coding regions
are conserved over large evolutionary timescales (e.g., from human to fish). Indeed,
many experimental studies showed that a substantial portion of CNEs have regula-
tory activity and direct tissue-specific expression patterns (Frazer et al. 2004; Grice
et al. 2005; Pennacchio et al. 2006; Visel et al. 2008). While this approach will cap-
ture neither recently evolved nor species-specific CREs, sequence conservation is a
powerful indicator of CREs.

2. In silico identification of transcription factor binding site clusters

CREs are activated by the binding of TFs to sequence motifs that are generally short
(on average 8 bp long) and often degenerate. The observation that CREs are typically
bound by multiple TFs made it possible to develop methods that scan the genome
for clusters of putative TFBS (Hughes et al. 2000; Kim et al. 2010; Rajewsky et al.
2002; Sinha et al. 2003). Motif-based approaches for predicting CREs are influenced
by the set of TFs and a sizeable portion of the TFBS-based predicted CREs are false
positives.

6.2.2 Experimental Identification of CREs

Genomic regions comprising active CREs exhibit characteristic physical and chemi-
cal signatures that can be detected experimentally. Such functional genomic methods
provide a reliable way to identify CREs that are active in the selected tissue or cell
type.

1. Open chromatin

Activation of CREs depends on the binding of transcription factors to the CRE
sequence. TF binding competes with histone binding, which results in an increased
accessibility of the local DNA region. Thus, active CREs can be identified by
nucleosome-depleted open chromatin regions. Open chromatin can be targeted with
nucleases such as DNaseI (Cockerill 2011; Gross and Garrard 1988; Wu et al.
1979). Another widely used method to profile open chromatin is the ATAC method
(assay for transposase-accessible chromatin) (Buenrostro et al. 2013) that uses
the Tn5 transposase to digest DNA in areas of reduced nucleosome occupancy.
Nucleosome-depleted regions can also be identified as by-product of the detection of
nucleosome-bound regions using themicrococcal nucleaseMNase (Yuan et al. 2005).
Fragmentation-based detection of open chromatin areas is the principle underlying
FAIRE (formaldehyde-assisted isolation of regulatory elements) (Simon et al. 2013),
which involves the crosslinking and mechanical shearing of DNA and subsequent
depletion of those fragments with bound nucleosomes.



118 J. G. Roscito and M. Hiller

2. Chromatin immunoprecipitation (ChIP)

ChIP is a technique that relies on crosslinking chromatin in its native state and
the subsequent antibody-based selection of proteins (TFs) bound to DNA, or of
specific histone modifications that are hallmarks of active CREs. Given an antibody
for the protein of interest, this method enables the direct detection of binding sites
of TFs, transcriptional co-activators such as MED or p300, and proteins associated
with transcription initiation such as Pol II. It also allows the detection of active and
repressed promoters and distal CREs based on the characteristic post-translational
histone modifications such as acetylation and methylation of the N-terminal histone
tail (Heintzman et al. 2007).

3. Chromosome conformation capture

Chromosome conformation capture assays target the physical interaction between
CREs and gene promoters. The detection of interacting regions in a chromosome is a
powerful method to map active distal CREs, which are thought to control transcrip-
tion of their target gene by physically interacting with target promoter regions (de
Laat and Duboule 2013; Montavon and Duboule 2012; Noordermeer and Duboule
2013). There are currently awide variety of chromosome capture techniques (Schmitt
et al. 2016), which differ mainly with respect to resolution and the scale of detected
interactions. The most commonly used technique for genome-wide profiling of chro-
mosomal interactions is Hi-C.

4. Enhancer RNA (eRNA)

Due to advancements in high-throughput sequencing, it became clear that the pool
of RNA in a cell also comprises RNA molecules derived from enhancers (eRNAs)
(Andersson et al. 2014; Azofeifa et al. 2018; Lam et al. 2014). While it is not clear
whether these short and unstable eRNAs have a function themselves, they are a valu-
able marker of active CREs. Indeed, eRNA levels are a quantitative readout of CRE
activity and correlate with the mRNA levels of the gene they regulate. Thus, select-
ing nascent RNAs followed by sequencing is another powerful method to determine
active CREs in the tissue of interest.

5. Experimental profiling of regulatory activity

The ability to drive expression of a reporter gene is another way to experimen-
tally test whether a CRE candidate has regulatory activity. While such reporter gene
assays were previously limited to few elements, high-throughput screening tech-
niques enable now testing the regulatory potential of a large set of DNA fragments
(Inoue and Ahituv 2015). High-throughput analysis of regulatory activity involves
massive parallel cloning of tagged DNA fragments into reporter vectors and quanti-
fying enhancer activity by deep sequencing. In the Starr-seq method (Arnold et al.
2013), DNA fragments are inserted into a vector downstream of a minimal promoter
and transfected into cells; if the DNA fragment acts as an enhancer it will transcribe
itself. Sequencing the pool of cells is then used to quantify the transcriptional prod-
ucts, resulting in a parallel readout of enhancer activity for millions of fragments.
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6.2.3 Integrating Computational and Functional Genomics
Data for Comprehensive CRE Annotation

Despite the significant advancements of all above-mentioned methods, allowing for
accurate identification of enhancers, each method produces false-positive candi-
dates, and no single method is sufficient to detect all active CREs. By definition,
conservation-based or TFBS-based methods will only identify deeply conserved
CREs or CREs that exhibit clusters of binding sites for the specified TFs. Likewise,
functional genomics methods will only identify CREs active in the tissue or cell type
and timepoint where the assay was performed. For these reasons, integrating evi-
dences from multiple approaches can significantly reduce biases and false-positives
coming from individual methods alone. A straightforward approach is to combine
both computational and experimental predictions by selecting computationally pre-
dicted CREs that overlap one or more sets of experimentally discovered CREs. In
case many experimental datasets are available, machine learning approaches can be
used to model, annotate, and classify CREs genome-wide, which has been shown
to increase sensitivity and accuracy in annotating CREs (Erwin et al. 2014; Kleft-
ogiannis et al. 2015; Li et al. 2015; Monti et al. 2017; Narlikar et al. 2010; van
Duijvenboden et al. 2016).

6.3 Detecting and Quantifying CRE Divergence

Identifying CREs is the first step in identifying the regulatory changes that are asso-
ciated with morphological changes. However, narrowing the list down to those CRE
candidates actually involved in phenotypic changes is challenging, since each of the
above-discussed approaches typically yield hundreds, or even thousands, of CRE
candidates. The search for the relevant CREs, i.e., those associated with the morpho-
logical change, requires a comparative approach that involves either finding newly
evolved CREs specific to species that show the trait of interest, or finding ances-
tral CREs that changed or lost function in these species, which can be detected as
sequence or TF binding site divergence.

Changes in gene regulation can be due to the evolution of novel CREs in a partic-
ular species. Detection of such lineage-specific CREs with computational methods
is challenging. Thus, obtaining experimental data for tissues relevant for the trait
of interest is often necessary. Newly evolved CREs that may contribute to a newly
evolved or changed trait can then be identified by comparing the regulatory land-
scape of species exhibiting the ancestral phenotype with that of species exhibiting
the derived phenotype. However, evolution often also tinkers with existing functional
elements. Thus, in addition to newly evolved CREs, changes or losses in conserved
CREs can contribute to changes in gene expression and consequently changes inmor-
phological structures. Hence, detecting and quantifying changes in ancestral CREs
can highlight regulatory changes that are associated with morphological changes.
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In the following, we will describe comparative genomic approaches to detect and
quantify sequence and TFBS changes in ancestral CRE candidates whose sequences
align across species, and methods to associate divergence patterns to differences in
morphological traits. Figure 6.1 illustrates different types of sequence divergence
described below, statistical tests to find characteristic enrichments of the identified
CREs, and experimental tests to assess whether sequence divergence translates into
regulatory changes.

6.3.1 Loss of CREs

The most radical change affecting an ancestral CRE is its complete loss, which can
be computationally detected by lineage-specific absences of CNEs (Fig. 6.1a). Fol-
lowing the principle that evolutionary conservation should reflect function, deletion
or absence of any aligning sequence in a particular lineage for an otherwise highly
conserved CNE can occur when there is a relaxation of the selective pressures to
maintain its function. This can happen as a result of different scenarios. First, a CRE
can be lost when a new CRE arises at a different locus and functionally replaces the
ancestral one, releasing the latter from selective constraint. Second, CREs can be lost
following the loss of their target gene. Third, CRE loss can be associated with loss
of a particular body structure, reflecting the loss of expression of the CRE’s target
gene that was once needed for the development of that structure. It should be noted
that the absence of conserved sequence in a multiple genome alignment is not always
due to CNE loss, as assembly incompleteness of alignment issues can mimic CNE
loss. CNE losses should therefore be carefully validated (Hiller et al. 2012a).

CNE loss is not a rare event. A genome-wide screen showed that about 5% of
mammalian CNEs are lost in at least one mammal species (Hiller et al. 2012a). More
than 600 of those CNE losses are shared by more than one lineage and experiments
showed that one of these independently lost CNEs functions as a spinal cord enhancer
of the developmental Gdf11 gene (Hiller et al. 2012a). CNE losses have been linked
to lineage-specific morphological changes. For example, a genomic analysis showed
that the seahorse has lost a substantially higher number of CNEs compared to other
percomorph fish, and several of these CNE losses likely played a role in the evolution
of the spectacular seahorse morphology (Lin et al. 2016). McLean et al. performed
a screen to detect CNEs that are completely deleted in humans but present in chim-
panzees, other primates and othermammals (McLean et al. 2011). Experimental tests
of the selected CNEs with transgenic reporter assays in mouse (Fig. 6.1c) allowed
them to associate the loss of an enhancer of the androgen receptor gene with the
loss of sensory vibrissae and penile spines in humans. Furthermore, they found that
humans have lost an enhancer regulating the tumor suppressor geneGadd45g, which
could be associated with the expansion of the neocortex in humans. Thus, complete
loss of CNEs may affect gene expression and, consequently, morphological traits;
however, experimental characterization of the consequences of the loss of a particular
CNE are fundamental to reveal whether and which morphological traits are affected.
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�Fig. 6.1 Comparative genomic approaches to identify CRE divergence and methods to associate
diverged CREs to functions and phenotypes. a To identify lineage-specific CRE divergence, illus-
trated here for species B (spB, orange), one can screen for CREs that are significantly diverged
in this lineage but well conserved in the other species. The most general approach to identify
sequence divergence takes the different types of mutations (substitutions, insertions, and deletions)
into account and measures sequence divergence between extant species and their reconstructed
ancestor (1). Alternatively, one can restrict the screen to identify CREs with accelerated substi-
tution rates (2) or CREs that are completely lost or deleted (3). DNA bases that are identical to
the reference are shown as dots in the alignments. b The Forward Genomics framework can iden-
tify associations between a convergently evolved phenotype and CRE divergence in the respective
independent lineages, illustrated here for species B and E (orange). The two orange bars highlight
CREs for which a genome-wide screen found a match between the CRE divergence pattern and
the phenotypic pattern. These CREs exhibit a significantly higher divergence in species with the
derived or lost phenotype (B, E) compared to the other species with the ancestral phenotype (A, C,
D, F). The general ForwardGenomics framework can consider either sequence or TFBS divergence.
Both divergence measurements rely on reconstructing ancestral sequence states for each node in the
phylogeny and using both extant and ancestral sequences to compute a branch-specific divergence
measure by comparing the start and end node of each branch (illustrated by the gray arrows on the
phylogeny). While sequence divergence reflects the amount of nucleotide changes (similar to A1),
TFBS divergence reflects changes in binding sites independently of the number of mutations. The
top alignment example illustrates similar TFBS scores of species A and B despite a high number of
substitutions in species B that still retains all three binding sites because of motif degeneracy (sub-
stitutions that do not affect TF binding) and binding site turnover. In contrast, the bottom alignment
illustrates that very few mutations can destroy binding sites, leading to a decreased TFBS score in
species B. c Enrichment tests can be used to test whether diverged CREs are statistically associated
with specific functions. Using non-diverged CREs as a control, hypergeometric tests can assess
whether diverged CREs are significantly associated with genes belonging to certain functional
groups (based on gene ontology terms, pathways, or knockout phenotypes) or whether diverged
CRE candidates significantly overlap regulatory elements active in specific tissues. Finally, trans-
gene assays can test whether CRE candidates have regulatory activity and whether CRE divergence
translates into expression differences

6.3.2 CREs with Accelerated Substitution Rates

While complete loss of a CRE is the most radical type of change, changes in CRE
function can also be detected by divergence in the CRE sequence. For example, a
screen for CNEs that exhibit significantly elevated substitution rates in a particular
lineage (Fig. 6.1a) can reveal elements evolving under positive selection that are
associated with traits specific to this lineage.

This approach has beenwidely used (Cotney et al. 2013; Lindblad-Toh et al. 2011)
and, together with follow-up experimental characterizations (Fig. 6.1c), revealed
insights into regulatory changes involved in many traits. For example, a screen for
CNEs with accelerated substitution rates in the placental mammal ancestor identi-
fied almost 5000 loci (Holloway et al. 2016). Subsequent transgenic reporter assays
revealed that some of these accelerated CREs are associatedwith general mammalian
morphological and physiological characteristics, such as hormonal regulation ofmilk
production and uterine contractions, and development of the central nervous system
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(in particular the visual system) (Holloway et al. 2016). Screens for CNEswith accel-
erated substitution rates in the human lineage revealed CREs regulating expression
of genes involved in brain and neuronal development, including the RNA geneHar1f
(Capra et al. 2013; Pollard et al. 2006a, b; Prabhakar et al. 2006). Experiments also
revealed that a human-specific accelerated CRE drives stronger expression in the
developing limbs than the chimpanzee or rhesus macaque sequence, which likely
contributes to human-specific aspects of limb and digit morphology such as short-
ening of the toes and increase in thumb length (Prabhakar et al. 2008). Screens for
acceleratedCNEs also contributed to understanding traits in birds and bats. For exam-
ple, vocal learning in independent bird lineages is linked to convergent acceleration
of CNEs that likely regulate genes expressed in the song nuclei of the brain, such as
the speech gene FoxP1 (Zhang et al. 2014). The evolution of the bat wing is associ-
ated with bat-specific accelerated CREs regulating HoxD and other genes (Booker
et al. 2016). Reporter assays showed that the sequence of these CREs often drives a
novel expression pattern in the developing limbs compared to the orthologous mouse
sequence (Booker et al. 2016).

In addition to detecting a gain or change of CRE function by identifying those
CREs evolving under positive selection in specific lineages, accelerated substitution
rates can also be used to detect otherwise conserved CREs that evolve under relaxed
selection or neutrally in particular lineages. For example, several CNEs near Pax6
and other transcription factors important for eye development exhibited accelerated
substitution rates in subterraneanmammals that have highly degenerated eyes (Partha
et al. 2017). This acceleration was largely the result of neutral evolution, consistent
with an association between the reduced visual system and relaxation of constraint
on eye-regulatory elements (Partha et al. 2017).

6.3.3 Sequence Identity

By definition, accelerated substitution rates consider only substitutions and ignore
insertions and deletions that can also affect CRE function. An exclusive focus on
substitutions is a severe limitation when screening for neutrally evolving CREs as
the clearest indication of loss of function is the complete deletion of a CRE. To
take substitutions, insertions, and deletions into account when measuring sequence
divergence, we previously developed an approach that is based on reconstructing the
sequence of common ancestor of the species of interest (Hiller et al. 2012b; Prudent
et al. 2016). This ancestral sequence is then aligned to sequences of extant species
to determine the percent of identical bases (Fig. 6.1a). If the ancestral sequence
is unchanged in an extant species, percent identify will be 100%. Complete diver-
gence or a deletion of the ancestral sequence will result in percent identity of 0%. A
framework termed “Forward Genomics” uses this sequence identity measure to per-
form a genome-wide screen to identify those conserved regions that exhibit elevated
sequence divergence in those lineages where a particular trait was independently
changed or lost (Fig. 6.1b) (Hiller et al. 2012b). For example, screening for genomic
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regions that are preferentially diverged inmammals that are unable to synthesize vita-
min C successfully identified genomic loci overlapping the vitamin C synthesizing
Gulo gene (Hiller et al. 2012b).

To increase the power of the Forward Genomics framework, we developed the
“branch method” to control for phylogenetic relatedness between species and dif-
ferences in their evolutionary rates (Prudent et al. 2016). This method reconstructs
the sequence of all ancestral states, represented as internal nodes in the phylogenetic
tree (Fig. 6.1b), and computes branch-specific sequence divergence values by com-
paring the sequence at the start and end of each branch. These values are normalized
by the length of the branch to control for differences in evolutionary rates. Since
each branch represents independent evolution, branch-specific sequence divergence
values circumvent the problem that the sequences of extant species are phylogenet-
ically related (Prudent et al. 2016). As a consequence, this measure can accurately
highlight specific branches of the tree along which the given sequence significantly
accumulated mutations. Finally, to associate sequence divergence with a given trait,
the branch method tests, separately for each CRE, whether the sequence identity val-
ues of branches along which the trait was changed or lost are lower than the values
of branches along which the ancestral trait was preserved.

We applied this approach to perform the first genome-wide screen for CREs
associated with the convergent eye degeneration in subterranean mammals (Roscito
et al. 2018). This screen revealed more than 9000 CNEs with significantly increased
sequence divergence on the branches leading to subterranean mammals. Using com-
putational enrichment tests (Fig. 6.1c), we found that these CNEs are preferentially
located near genes involved in eye development and eye function. To test whether
these diverged CNEs correspond to eye-regulatory elements, we performed ATAC-
seq in the developing mouse eye tissues and found that diverged CNEs significantly
overlap eye CREs (Roscito et al. 2018) (Fig. 6.1c). Corroborating these results,
diverged CNEs also significantly overlap functional genomics datasets obtained for
adult mouse eye tissues. Together, our genome-wide analysis integrating functional
and comparative genomics demonstrated that eye degeneration in subterraneanmam-
mals is associated with a widespread sequence divergence in the eye-regulatory land-
scape.

We used a similar ancestral reconstruction-based approach to investigate regula-
tory changes associated with the loss of limbs in snakes. Our genome-wide screen
detected more than 5000 CNEs that exhibit significantly higher sequence diver-
gence in snakes in comparison to other limbed species. Among those snake-diverged
CNEs is the Shh limb enhancer that was experimentally shown to have significantly
decreased its limb regulatory activity in snakes (Kvon et al. 2016; Leal and Cohn
2016). By combining ATAC-seq profiling and computational enrichment tests, we
could show that snake-diverged CNEs are preferentially located near genes involved
in limb development and significantly overlap CREs active in the developing limbs.
This provides evidence that loss of limbs in the snake lineage is associated with
genome-wide divergence of the limb regulatory landscape. Together with our results
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on eye degeneration, these genome-wide screens suggest that the widespread diver-
gence of the trait-specific regulatory landscape is a general evolutionary principle
following the loss of complex morphological traits.

Another study devised a computational “Reverse Genomics” approach to asso-
ciate sequence divergence to changes in morphological traits (Marcovitz et al. 2016).
Instead of using ancestral sequence reconstruction, sequence divergence was identi-
fied based on a pairwise comparison between each mammalian species and human,
which served as the reference. The study identified CNEs that were independently
lost during placental mammalian evolution and used a large phenotypic character
matrix to associate CRE loss patterns to trait change patterns. This screen uncov-
ered numerous cases where independently lost CNEs are located near genes that are
known to affect the development of the changed morphological structure. Striking
examples include diverged CNEs associated with differences in pelvic or forelimb
skeleton or differences in cochlea and brain morphology (Marcovitz et al. 2016).

Taken together, associating CNE sequence divergence in independent lineages
with convergently evolved traits represents a powerful approach to reveal regulatory
changes involved in morphological changes.

6.3.4 Scoring Gains and Losses of Transcription Factor
Binding Sites

CREs are comprised of short-sequence motifs bound by TFs that determine regula-
tory activity. Gains, losses, and changes in TFBS, therefore, have strong potential to
modify the regulatory activity of a CRE. Hence, investigating sequence instead of
TFBS changes in a CRE may not always be informative about predicting functional
CRE changes. For example, very few nucleotide changes (irrespective of whether
they are substitutions or insertions/deletions) may affect key TFBS and thus change
function, whereas numerous nucleotide changesmay leave TFBS unaffected or result
in TFBS turnover (creation of new equivalent TFBS and destruction of the original
site, Fig. 6.1b) (Dermitzakis and Clark 2002; Huang et al. 2007; Otto et al. 2009;
Villar et al. 2014). An analogy to that are nucleotide changes in protein-coding
regions where few non-synonymous (amino-acid changing) differences can have a
large impact on protein function, whereas numerous synonymous differences result
in the same protein. Consequently, methods that take TFBS divergence into account
can provide a more reliable way of identifying CRE changes that are more likely to
affect regulatory activity and result in morphological changes across species.

A key requirement for identifying TFBS changes across species is predicting
TFBS in a given CRE sequence. The binding motif of a TF can often be described by
a position weight matrix (PWM), which is a representation of the per-base affinity of
a TF to the respective binding site. Given that TFs of related species often have highly
similar binding motifs (Boyle et al. 2014; Nitta et al. 2015), the same PWM can be
used to predict TFBS in orthologous CRE sequences of multiple species. Applied
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genome-wide, this information can highlight CREswith altered TFBS and can reveal
statistical associations between TFBS differences and trait changes (Fig. 6.1c). For
example, significant TFBS differences were observed in the promoter of genes asso-
ciated with social behavior in bees and these differences correlated with differential
expression of these genes in different bee castes (Kapheim et al. 2015; Sinha et al.
2006). Widespread gains and losses of limb-related TFBS in bat-accelerated CREs
corroborate an association between changes in CRE function and the evolution of the
bat wing (Booker et al. 2016). Another study demonstrated that genome-wide detec-
tion of TFBS losses combined with enrichment tests can reveal associations between
TFBS losses and morphological differences (Berger et al. 2018). For example, TFBS
preferentially lost in cetaceans and sirenians that lack hindlimbs are significantly
associated with genes involved in hindlimb development, and TFBS preferentially
lost in subterranean mammals are significantly associated with genes involved in eye
development (Berger et al. 2018).

To pinpoint individual CREs where changes in clusters of TFBS are associated
with convergent trait changes in independent lineages, we developed the REforge
(regulatory element forward genomics) method (Langer et al. 2018). REforge is
built on the Forward Genomics framework explained above, but measures TFBS
divergence instead of sequence divergence. Given a set of TFs that may be relevant
for the trait of interest (e.g., eye-related TFs could be relevant for eye degeneration),
REforge performs a genome-wide screen to find CREs for which divergence of
binding sites of these TFs is statistically associated with a given convergent trait
change. In detail, REforge first reconstructs all ancestral sequence states of each
CRE and uses Stubb (Sinha et al. 2003, 2006) to compute per-sequence TF binding
scores. For a single (extant or ancestral) sequence, this score reflects the collective
binding affinity of the input TF set. Then, for each branch in the phylogeny, REforge
computes the difference between the scores for the sequences at the start and end
of each branch, which reflects evolutionary gains and losses of TFBS along this
branch (Fig. 6.1b). While the TFBS scores of sequences of extant species are not
independent as species share evolutionary histories, the branch-specific scores are
independent, enabling a direct comparison between branches. REforge then uses
the Forward Genomics principle to test whether the given CRE exhibits a TFBS
divergence pattern that is associatedwith the convergent change of the trait of interest.
If this CRE is involved in the trait change, one would expect that the branches leading
to species with the derived trait exhibit a stronger divergence of the TFBS ensemble
than branches leading to lineages in which the ancestral trait is present. This can be
directly tested by comparing the branch-specific scores of the two groups of branches.

We appliedREforge to identifyCREs that preferentially lost TFBS in subterranean
mammals exhibiting convergent eye degeneration. Given a set of eye-related TFs,
REforge identified thousands of CREs with a significant TFBS loss in subterranean
mammals (Langer et al. 2018). These CREs are preferentially located near genes
known to be involved in eye development and significantly overlap eye-specific
regulatory elements identified in mouse by several experimental methods. A direct
comparison to the sequence identity-based Forward Genomics approach showed that
REforge has a substantially improved ability to detect functionally relevant CRE
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divergence. Overall, this shows that convergent degeneration of the visual system in
these species involved the loss of binding sites for many eye-relevant TFs in gene
regulatory regions (Langer et al. 2018).

The input set of TFs influences the results of REforge. The choice of TFs rel-
evant for the phenotype of interest can come from the literature, expression data
of TFs (reasoning that relevant TFs should be expressed in the respective tissue),
or TF knockout studies in model organisms, as we have done for analyzing eye
degeneration. For cases where prior knowledge of relevant TFs is limited, we devel-
oped TFforge (transcription factor forward genomics) (Langer and Hiller 2019) that
allows for the discovery of trait-involvedTFs by large-scale divergences of their bind-
ing sites in species in which the trait has changed. As for REforge, TFforge relies
on ancestral sequence reconstruction and scoring TFBS changes along individual
branches. In contrast to REforge, TFforge jointly considers a large set of CNEs and
screens all given TF motifs for those that exhibit a preferential and widespread bind-
ing site divergence in the CREs of species with the modified phenotype. Applying
TFforge to genomic regions bound by the eye TFs CRX and NRL revealed that sub-
terranean mammals have not only lost a significant number of binding sites for these
two TFs but also other eye-related TFs that interact or co-bind with CRX and NRL
(Langer et al. 2018). The joint application of TFforge and REforge has strong poten-
tial to reveal TFBS changes in CREs that could contribute to convergent changes in
morphology.

6.4 Concluding Remarks

The identification of genomic changes associated with changes in morphological
structures provides a foundation to understand how nature’s phenotypic diversity
evolved. While there is strong support that mutations in CRE sequences are an
important source for morphological evolution, finding the regulatory mutations that
contribute tomorphological differences is difficult. Indeed, identifyingCREs, detect-
ing differences that likely affect CRE function and associating such differences to
morphological change is not straightforward. Nevertheless, facilitated by technolog-
ical and methodological advances, the combination of comparative and functional
genomics approaches makes it possible to reveal regulatory differences associated
with morphological traits. Specifically, a variety of comparative genomic approaches
has been developed to detect differences in the sequence of CRE candidates such
as accelerated substitution rates, increased sequence divergence or complete loss.
Furthermore, recent methods are able to detect TFBS differences in CREs, which
is a more powerful way of identifying changes likely affecting regulatory activity.
Results from such genome-wide screens can be intersected with functional genomics
data to reveal which of the diverged regulatory element candidates are active in a
relevant tissue or timepoint, and thusmay contribute to the trait of interest. To explore
whether CRE divergence truly translates into regulatory differences, reporter assays
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can subsequently test whether the CRE sequence of different species drives differ-
ent expression patterns. Finally, genome engineering can be used to assess whether
introducing themodified CRE in amodel organism recapitulates trait changes seen in
natural species, and thus establish a causal connection between differences in CREs
and the trait. In summary, combining comparative and functional genomics provides
a general and widely applicable strategy to reveal insights into the genomic basis of
morphological differences.
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